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Executive Summary

Industrial control system (ICS) is a collective term used to describe different types of control
systems and associated instrumentation, which include end-point devices, systems, networks,
applications and controls used to operate and/or automate industrial processes.

Understanding attack methods and tools allows defenders to conduct informed threat
assessment and proactively implement adequate security controls and monitoring tactics. An
“attack lifecycle” or “kill chain” are common methods to describe the process of conducting
cyber attacks. In the final stage, the attackers act upon their motivation and take the
required action to achieve their planned mission. In the ICS domain, the attacker aims at
achieving a desired outcome in the physical world. This technical white paper introduces
a Cyber-Physical Attack Lifecycle and illustrates its attack stages on the example of a
targeted attack on a chemical plant.

This paper consist of four parts:
• Introduction to cyber-physical systems security (Chapter 1);
• ICS Engineering Foundations, based on own experiences, the current body of knowledge

on ICS infrastructures and OT cyber security, including progress achieved in Industry
4.0 concept (Chapter 2 and Appendix A);

• Introduction to a Vinyl Acetate chemical process and its control model (Chapter 3
and Appendix B);

• Cyber-Physical Attack Lifecycle and an illustration of designing a targeted cyber-
physical attack on a chemical process (Chapter 4).

Note to the readers. ICS/CPS security is a complex field, it would not be possible to
include all related knowledge base, nuances and critical discussions without overloading the
paper and turning it into a long, overwhelming read. To the best of our abilities, we kept
this white paper as concise and as comprehensive as possible.

Acknowledgment. The author expresses her deep appreciation to Jason Larsen for his
pioneering work in the field of “physical damage” and for enabling the development of a
new body of knowledge in cyber-physical attacks field such as presented in this whitepaper.



1. Introduction

Advances in computing and networking have added new capabilities to physical systems
that could not be feasibly added before. This has led to the emergence of engineered
systems called cyber-physical systems (CPS): systems where the events in the physical
world are managed with the help of modern advances in computation and control. Complex
machines such as aircraft or robots, building automation systems, smart cities and smart
grids, railways and agricultural systems, medical devices and industrial infrastructures, in
general, are examples of cyber-physical systems. Some of these industrial processes are
categorized as critical infrastructures (CI) because societal well-being depends on their
reliability (e.g., water and power utilities). On the other side of the spectrum of the CPS
definition are smaller appliances and gadgets such as consumer electronics and wearables
widely known as the Internet of Things (IoT) devices. Instead of being an inseverable part
of a larger cyber-physical ecosystem, they are stand-alone devices that are programmed
for certain clearly defined applications and rely on Internet connectivity for continuous
transmission of data for analysis and feedback. In the white paper, we consider larger
cyber-physical systems such as industrial infrastructures due to their higher complexity.

Cyber-physical systems, as a new type/kind of systems, were mapped as a novel research
area in a series of National Science Foundation (USA) workshops starting in 2006. This is
also when the term cyber-physical systems first emerged. In cyber-physical systems, physical
processes affect computations and vice versa, with computations and physical processes
being so tightly integrated that it is not possible to identify whether behavioral attributes
are the result of computations, physical laws, or both working together. In the words of
Edward A. Lee, one of the pioneers of the cyber-physical systems discipline [134]:

As an intellectual challenge, CPS is about the intersection, not the union, of
the physical and the cyber. It combines engineering models and methods from
mechanical, environmental, civil, electrical, biomedical, chemical, aeronautical
and industrial engineering with the models and methods of computer science.
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The design of cyber-physical systems is subject to a wide range of physical requirements,
such as dynamics, power and physical size as well as to systems-level requirements, such as
safety, security and fault tolerance. While security is part of the requirements, it is deeply
embedded into engineering specifications.

In CPS, “cyber security” is not seen as a property that concerns the confidentiality,
integrity and availability of information systems and has no intrinsic connection
with physical processes, but as a novel discipline of cyber-physical security – an
integration of physical/engineering and information sciences.

1.1 Cyber-Physical Systems Security
Perceived and real security threats affecting cyber-physical systems have been attracting
considerable attention in the media, among decision makers, regulators, and the research
community. Cyber-physical systems, by their very nature, cause effects in the physical world,
which in some cases can have disastrous physical consequences. On one hand, this is an issue
that had to be dealt with already before physical systems were connected to cyberspace.
Well-designed systems would have been deployed with appropriate safety measures in place.
Conceivably, those measures can restrain cyber-physical attacks once they have transited
from cyberspace into the physical domain. On the other hand, those countermeasures were
designed under certain assumptions, e.g., physical security protecting access to premises or
independence of component failures. Conceivably, those assumptions get invalidated once
modern Information Technology (IT) systems get integrated with existing physical plants.

The concern for physical consequences puts cyber-physical systems security apart from
the science of information security. Integrating modern IT systems with existing physical
systems exposed these installations to new security threats. Some of these threats are
well-known in IT security and countermeasures have been studied at length. Those threats
are new only because of a new application area. Other threats may indeed be specific
to cyber-physical systems. The white paper focuses on new security aspects intrinsic to
cyber-physical systems that establish cyber-physical security as an object of research in its
own right.

1.2 Motivation
For a long time, the primary focus of industry and academia has been on securing the
communication infrastructure and hardening control systems. There is a large body of
literature on how to adapt existing IT security methods to the characteristic features of the
control domain. However modern malware for persistent attacks may now be equipped with
“trusted” certificates, travel in USB sticks and laptops of “trusted” parties, carry zero-days
exploits and rootkits, and propagate through “trusted” security updates. It is becoming
increasingly difficult to prevent, detect and halt these attacks based solely on technical
security measures deployed in the cyber layer.

It is often claimed that “once communications security is compromised the attacker
can do whatever she wants”. These are presumptuous claims. The attacker may well be
able to inject any input she wants but this does not necessarily amount to being able to
influence processes in the physical world at will. The processes and their actuators have to
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be properly understood. Process physics and built-in safety measures might get in the way
of the attacker. To address the limitations of defending a system using only IT methods,
a new line of research has focused on understanding the adversary’s interactions with the
physical system. Analyzing the effects of attacks in the process control domain is an active
research area. Figure 1.1 shows the logical layers of a cyber-physical system.

Figure 1.1: Logical layers of a cyber-physical system

While compromising the cyber layer is essential, the attacker needs to interact
with the control system to achieve the desired outcome in the physical world.
Exploration of such interactions from the attacker’s perspective and a better
understanding of needed defenses is the research angle explored in this white
paper.



2. ICS: Engineering Foundations

Industrial control system (ICS) is a collective term used to describe different types of
control systems and associated instrumentation, which includes end-point devices, systems,
networks, applications and controls used to operate and/or automate industrial processes.
Process Control Systems (PCS) is a special case of Industrial Control Systems, which refers
to monitoring and managing continuous or batch processes such as chemical plants or water
utilities in order to ensure the desired output.

Depending on the complexity of a process and the spread of its supporting infrastructure,
the process control function may be implemented with various types of control systems.
The distinction between the major types of control systems is visualized in Figure 2.1 and
can be summarized as follows:

• Programmable Logic Controller (PLC): Typically used to control a small-size/low
complexity process or a unit of a larger process. The control function of a PLC may
or may not be monitored by a human operator;

• Distributed Control System (DCS): Typically used for a large-scale, complex process
in a single location. DCS includes an integrated control center for supervisory process
control by human operators;

• Supervisory Control and Data Acquisition (SCADA): Typically used to control a
complex process distributed via a large geographic area and may include several
manned and unmanned control rooms/centers.

In practice, SCADA systems have evolved over the years and become very similar to
DCS in functionality. It is not uncommon that both types of control systems are used in the
same industrial site, supplemented with PLC-based controls to administer small supporting
functions. This white paper focuses on the architectures and terminology closely related
to distributed control systems due to their prevalent usage in the (petro)chemical sector,
power generating, pharmaceutical, manufacturing, and other large-scale continuous and
batch processes.
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Figure 2.1: Distinction between various types of control systems

2.1 Fundamentals of Process Control
Process control is an umbrella term for both an engineering discipline and engineered
infrastructures which include various systems and software that exert control over production
processes. Control systems include sensors and data processing electronic units, actuators,
networks to connect equipment, and algorithms to relate process variables to product
attributes.

In the process industry process refers to the methods of changing or refining raw materials
to create an end product. Control refers to the methods that are used to control process
variables when manufacturing a product. This is done for three major reasons: (1) Reduce
variability, (2) Increase efficiency, (3) Ensure safety. The first two points are important for the
plant economy. Reduced variability lowers operational costs and ensures consistent quality
of the end product. Efficiency refers to the accurate maintenance of optimal production
conditions to decrease the production bill. Precise control is important for preventing
runaway processes and ensuring safe operations.

The complexity of modern production processes is usually simplified by dividing the
control load into subsystems containing separate control loops. The control loop is a
fundamental building block of industrial control systems. A block diagram of a basic
feedback control loop is shown in Figure 2.2.

Figure 2.2: The components of a control loop

A control loop monitors the production process via sensors deployed around the produc-
tion infrastructure and interacts with the process through actuators also called final control
elements (FCE). The autonomous control function over a process is achieved through a
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specialized computing element called a controller. Configuration of the control loop starts
with a decision on a set point (SP) which is the desired value of a certain process parameter,
e.g., a tank level L. Level L is called process variable or process value (PV) and must be
kept as close to the setpoint as possible using control methods (minimization of error).
Level L can be measured directly in which case the PV may be called measured variable, or
indirectly by measuring two process variables, e.g., in- and out-flows. Process variables are
fed into a controller containing a control algorithm based on a complex set of equations. The
controller calculates the offset between SP and PV and generates an actionable controller
output (CO) signal to the FCE. The actuator then adjusts the manipulated value (MV),
e.g., flow F to bring the process closer to the SP.

In practice, control loops can be complex. More common are multivariable or advanced
control loops in which each MV depends on two or more of the process variables as shown
in Figure 2.3. The strategies for holding basic and multivariable control loops at setpoints
are not trivial, and the interactions of numerous setpoints in the overall process control
scheme can be subtle and complex. Process interactions may cause loop interactions via
hidden feedback control loops and may result in control loops instability. For this reason,
heavy control loop couplings among subsystems are avoided.

Figure 2.3: Multivariable control loop

A variety of process controllers are used to manage processes, e.g., On-Off controllers.
However, the most common control algorithm used in industrial applications is a so called
PID controller.

Definition: A Proportional–Integral–Derivative (PID) controller is a control loop mecha-
nism employing feedback that is calculated according to the following formula:

u(t) = Kpe(t)+Ki

∫ t

0
e(t′)dt′ +Kd

de(t)
dt

, (2.1)

where Kp, Ki and Kd are non-negative coefficients for the Proportional, Integral, and
Derivative terms respectively.

The block diagram of the PID controller described with Equation 2.1 is shown in
Figure 2.4a. The controller continuously calculates an error value e(t) = r(t)−y(t) as the
difference between a desired setpoint SP = r(t) and a measured process variable PV = y(t)
and applies a correction based on proportional, integral, and derivative terms. The controller
attempts to minimize the error e(t) over time by adjustment of a control variable or controller
output u(t) to a new value determined by a weighted sum of the control terms.

The PID coefficients are tuned (or weighted) to adjust their effect on the process.
Controller tuning allows for the optimization of a process and minimizes the error between
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(a) Block diagram of a PID controller [226] (b) Impact of signal noise [204]

Figure 2.4: PID controller and impact of a derivative component on controller output

the variable of the process and its set point. Along formal approaches for controller tuning
such as the Ziegler-Nichols and Cohen-Coon methods [204], a “trial and error” approach is
often used due to its simplicity. In this method, the proportional action is the main control,
while the integral and derivative actions subsequently refine it. First, the proportional gain
is increased until the output of the loop oscillates around the setpoint. Once P has been set
to obtain a desired fast response, the integral term is increased to stop the oscillations.

Even though the full PID controller in theory delivers the most accurate controller
output, most practical control systems use very small or zero derivative coefficients Kd. The
derivative response is proportional to the rate of change of the process variable and causes
the controller output to decrease if the process variable is increasing rapidly. Because of
its inherent properties, the derivative response is highly sensitive to noise in the process
variable signal as shown in Figure 2.4b. If the sensor feedback signal is noisy, the derivative
response can make the control system unstable. For this reason, PI controllers are the most
frequently used in the industry.

An industrial plant may have thousands of measurements and control loops. Plantwide
process control involves systems and strategies required to control an entire plant consisting
of many control loops and interconnected unit operations with an emphasis on structural
decisions. The structural decisions include the selection/placement of actuators and mea-
surements as well as the decomposition of the overall problem into smaller sub-problems [148,
133]. There are two main approaches to the problem: a mathematically-oriented approach
and a process-oriented approach. It was acknowledged in [133] that the mathematically-
oriented approach to plant-wide control configuration is difficult to implement practically,
both because of the size of the problem and the large cost involved in making a precise
problem definition, which would include a detailed dynamic and steady state modeling (see
also Chapter 3). An alternative to the mathematical approach is a design procedure based
on heuristic rules founded on experience and understanding of the process (process-oriented
approach). One of the prominent heuristic approaches was proposed by Luyben et al. [148].
The approach is composed of nine steps and centers around the fundamental principles
of plantwide control: energy management; production rate; product quality; operational,
environmental and safety constraints; liquid-level and gas-pressure inventories; the makeup
of reactants; component balances; and economic or process optimization.

While basic process controls are designed and built with the process itself to facilitate
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fundamental operational requirements, Advanced Process Controls (APC) are typically
added subsequently, often incrementally over the course of many years, to address particular
performance or economic improvement opportunities in the process. Figure 2.5 illustrates
the economic benefits of advanced process control.

Figure 2.5: Benefits of Advanced Process Control [208]

One of the frequently employed APC methods is Model Predictive Control (MPC), a
class of advanced process controllers capable of utilizing system information through a
well-developed model and real-time process measurements to predict the future trajectory of
the process. This is achieved through complex predictive modeling, which then allows the
control system to take corrective action in advance, to ensure the process remains within
the optimal trajectory in the future. A key feature of MPC is that future process behavior
is predicted using a dynamic model and available measurements. Due to the requirement of
having a high-precision process model, MPC is predominately used in control loops critical
to plant economy and safety.

2.2 Industrial Control Systems Architecture
The first generation of process control systems used to be pneumatic and based on manually
operated relay systems. Later control systems evolved into analog electronic systems which
allowed to automate the majority of labor-intensive tasks. In the 1970s a new generation of
computerized control systems emerged resulting in a new discipline called computer-aided
manufacturing. Over the past decades, these systems evolved in parallel with general-
purpose computing technologies to become a highly sophisticated distributed ecosystem of
applications and hardware systems. Because computers allowed to automate manual tasks,
modern process controls are also called automation systems or simply automation.

For many years control systems used to be air-gapped with process management being
executed locally within the boundaries of individual production sites. With more data
becoming available and increased complexity of equipment and process control approaches
the need for interconnection of process control and enterprise (IT) networks as well as
for third-party remote access has emerged. In the 1990s, T. J. Williams, a member of
the Purdue University Consortium for Computer Integrated Manufacturing, published the
Purdue Enterprise Reference Architecture (PERA) that provided guidance on the interface
design between process control functions and enterprise functions [231]. On the premise of
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the PERA model, the International Society of Automation (ISA) released a layered network
model which described common vendor-independent information flows which can be applied
in any manufacturing or process industry production architecture known also as the ISA-95
international standard [48] for operational technology environments (OT). It quickly became
a de-facto standard for OT professionals to think about, design and implement industrial
control systems within OT environments.

To address cyber security concerns and ensure secure integration of OT and IT envi-
ronments ISA developed ISA-99 [50] which is currently known as the IEC-62443 series of
standards on the cyber security of Industrial Automation and Control Systems (IACS) [49].
The collection of IEC-62443 standards and technical reports is organized into four general
categories called General, Policies and Procedures, System and Component. Part IEC-
62443-1-1 of the standard specifies how IACS assets should be organized into network layers
based on device function and requirements as shown in Figure 2.6. The industrial network
architecture also involves provisioning of the OT Demilitarized Zone (DMZ) zone to securely
segregate the OT environment from the untrusted enterprise IT network and the Internet.

Figure 2.6: Purdue reference architecture for process automation

The Purdue model and the IEC-62443 reference architecture are often referenced syn-
onymically due to their direct relation. They are regarded as industry best practices and are
a widely adopted concept model for the logical network segmentation of industrial control
systems. In the following we provide a summarization of each network level, including
example devices and systems, and their functions. Note that the below descriptions are
indicative. Real world infrastructures can deviate slightly or significantly. The largest
deviations may begin from Layer 2 and layers above.



2.2 Industrial Control Systems Architecture 15

Level 0: Physical Process, Sensors and Actuators

The lowest level of the automation hierarchy includes the physical process and supporting
physical infrastructure and defines activities involved in sensing and manipulating the
physical processes. This level is also called Field Level. Correspondingly, sensors and
actuators are often collectively called field instrumentation. Figure 2.7 gives a view of a
physical level infrastructure from a water treatment environment.

Process equipment (static). This group of process equipment includes static process
infrastructure such as pipes, various vessels and storage tanks, reactors, distillation columns,
filtering and absorption equipment, ovens, etc.

Process equipment (dynamic). This group of equipment includes equipment which
if actuated/powered. is capable of executing dynamic/kinetic behaviors. Examples include
pumps, compressors, furnaces, fans, conveyors, robots, etc.

Sensing equipment. In broad terms, this group of equipment captures various
parameters of the physical world. Examples include various types of sensors such as flow,
temperature or pressure; proximity, fire and gas detectors; chemical/quality analyzers, etc.

Actuating equipment. An actuator converts a control signal into a mechanical action.
Examples include valves, electric motors, steam or gas turbines, internal combustion engines,
etc. Strictly speaking, although valves are frequently seen as monolithic elements, practically
they consist of two elements – (1) a mechanical part of the valve, (2) devices designed to
automatically control/actuate and monitor the position of valves in relation to their open
or closed positions (valve actuators and positioners). Similarly, pumps are often seen as
actuating equipment despite their actuating function being dependent on the accompanied
motor.

In the distant past field instruments were 3−15 psi “dumb” pneumatic-based devices
that performed control via local single-loop controllers. Information was shown locally with
gauges and recorded manually with pen and paper by a technician. In special cases, local
chart recorders were used when data needed to be saved for analysis. A small degree of
intelligence and ability to communicate with remote controllers was next added to field
instruments in the form of a 4−20 mA analog signal that represents 0 to 100% of process
variable or controller output. Currents less than 3.8 mA or more than 20.5 mA are seen

Figure 2.7: Physical process infrastructure and field equipment [180]
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as indicators of a fault and with that provide rudimentary diagnostic functionality. With
the introduction of the HART protocol, it became possible to transmit some data and
settings over the 4−20 mA analog signal with up to 1200 bps speed in half-duplex mode. A
major step forward occurred when microprocessors became small and robust enough for
installation in field instruments, enabling local conversion of an analog signal into its digital
representation suitable for transmission over a network. Added computing capabilities
allowed instruments to manage other tasks such as calibration and complex self-diagnostics
and with that transformed them into smart instruments.

Modern smart sensors (also called transmitters) can send back multiple readings along
with alarm conditions. Valves now have computing and data storage capabilities to calculate
and retain in the local data history a current valve signature of pressure vs. stem travel,
compared with the signature when the valve was installed, and provide diagnostic information
or alarms based on the detected differences. Despite the popularity of smart sensors, cheap
simpler sensors are still often used for monitoring major equipment. For instance, a standard
electric motor may now have over a dozen sensors providing real-time measurements to
determine the health of equipment. This data is sent to an upper layer of the control
network architecture where it is fed into an application for predictive maintenance and
other purposes. Note that the utilization of a large number of sensors increases the required
investment and maintenance costs, and optimal sensor placement is an active research area.

As the extent of field data consumption increased, field data started to be called telemetry
data. Telemetry engineers are responsible for the accuracy of data during their acquisition
in the field, in transit and in storage. It is worth mentioning that raw sensory data rarely
can be used directly. The electrical output of a sensing element is usually small in value
and has non-idealities such as offset, sensitivity errors, non-linearities, noise, etc. Therefore,
the raw sensor or, more precisely, transducer output is subjected to signal conditioning such
as amplification, filtering, range matching, etc. Acquired signal conditioning may happen
directly in the sensor or in external dedicated signal processing modules. The example of
a conditioned and digitized signal is shown in Figure 2.8a. Sensor signals are combined
together, and aggregated with other sensor signals to extract additional new information
about process performance and the state of the plant. To drive efficiencies, sensors are
increasingly communicating directly with their vendor monitoring software in the cloud via
cellular networks.

Level 1: Regulatory Control

The level immediately adjacent to Field Level hosts controlling equipment responsible
for monitoring operating parameters and controlling functions of the physical process
and equipment. This level is called Regulatory or Basic Control. The types of control
equipment include PLCs, Variable Frequency Drives (VFD), dedicated PID controllers,
Remote Terminal Units (RTU), etc. Controllers interface field instruments via analog or
digital Input/Output (I/O) modules. We will use the example of a Programmable Logic
Controller to describe the major concepts related to regulatory control.

The main workflow of the programmable controller consists of two parts: the process of
self-diagnosis and communication response and the execution process of the user program
also called control logic as shown in Figure 2.8b. This workflow is repeated several times
a second and is called scan cycle. In relation to process control, the scan cycle consists of



2.2 Industrial Control Systems Architecture 17

0 10 20 30 40 50 60 72
8.6

8.8

9

9.2

9.4

9.6

9.8
A and C feed

Hours

ks
cm

h

 

 

(a) Sensor signal (b) PLC scan cycle

Figure 2.8: Sensor signal and PLC scan cycle

three steps: reading inputs (process variables), solving control logic and writing outputs
(manipulated variables). The PLC queries each input card and saves the readings in a
variable table (VT). VT contains all the variables needed by the control logic: setpoints,
counters, timers, inputs and outputs. During the program scan cycle, every change in the
I/O of the PLC is ignored until the next program scan cycle. The PLC executes the user
program one instruction at a time and when the program execution completes, the outputs
are updated using the temporary values from VT. The PLC updates the status of the
outputs and restarts the scan cycle by starting a self-check for faults. The PLC scan cycle
is an infinite loop that runs until reboot or power off.

Execution of the scan cycle takes some amount of time. This time is called the scan time
and often amounts to milliseconds (ms). Usually, industrial environments mandate real-time
control over an industrial process. Failing to execute control operations in a timely manner
may result in the failure of an industrial process, which leads to unacceptable consequences.
To overcome this problem, the majority of PLCs are equipped with Real Time Operating
Systems (RTOS) to execute their tasks in a predictable manner and within strict time
constraints. User program or control logic, as the name suggests, defines what operations
should happen, when and under which conditions. It also contains so called interlocks that
define mutually exclusive conditions to prevent undesired (harmful) states of the process.
Industrial controllers are programmed by control engineers. The code can be developed
in-house but most frequently it is developed by external engineering companies (third-party
subcontractors). The source codes of control logic are stored on the Engineering Workstation
and/or on data servers or data shares. The IEC standard 61131-3:2013 [46] outlines five
PLC programming languages. These are split into two categories: (1) Graphical (Ladder
Diagram, Function Block Diagram, and Sequential Function Chart) and (2) Text Based
(Instruction List, Structured Text). Although these languages are vendor and application
agnostic, vendor specific language subsets are common as well. An example of a ladder
diagram with a function block for a Siemens PLC is shown in Figure 2.9. The control logic
is compiled with vendor-proprietary compilers and uploaded to a PLC for execution in the
form of bytecode or binary code.
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Figure 2.9: Example of a ladder diagram [219]

One unique characteristic seen across industrial control systems is the use of points –
a concept not applied in conventional IT systems. Points are responsible for all aspects
of an ICS, essentially denoting a data source or a controllable function. Each point is
assigned a unique ID, e.g., I1.1, DB1.DBX1.1, etc. ID values can be input channels, memory
locations or other process specific variables. Point IDs are supplemented with more logical
“friendly” names (e.g., Valve 1) called tags. Tag names are descriptive and given to points
for operator convenience. In large facilities tag naming/numbering typically follows a site-
specific nomenclature in the form of a “code” (e.g., TMHS KQP536NR) and tag description
is provided as a separate attribute. Tags typically encode some meaningful data like plant
area code, equipment type, equipment tag, unique sequence number and similar. Points
can be soft or hard. A hard point denotes a physical input or output to/from sensors
and actuators. A soft point denotes results derived from mathematical calculations and
control logic actions. From a software perspective, a tag is considered much the same as
a variable name. In essence, points and their associated tags link external devices and
process parameters with process control applications and can have either Read, Write, or
Read/Write permissions. Figure 2.10 shows an example of a tag table in a PLC.

Figure 2.10: Example of a tag table in a PLC [6]
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Controllers communicate with field instruments and with each other via real-time
communications protocols. Many industrial protocols were initially designed to communicate
serially over RS-232/485 physical connections at low speeds, but have since evolved to operate
over Ethernet networks using routable protocols such as TCP/IP and UDP/IP. A good
example of this evolution would be the Modbus protocol which evolved from its serial version
Modbus RTU to the Ethernet version called Modbus TCP. For many years Modbus held
the title of the most widely used network protocol in industrial applications. With time a
variety of proprietary and functionally richer protocols such as EtherNet/IP, PROFINET
and EtherCAT began to prevail.

An interlock functionality mentioned above can be also seen as a basic safety feature that
makes the state of two mechanisms or functions mutually dependent. In most applications,
an interlock is used to help prevent a machine from harming its operator or damaging
itself by preventing one element from changing state due to the state of another element,
and vice versa. For instance, the pump should not run if there is no flow or if lubricating
material is not supplied. Interlocks can be not only programmable but also consist of any
electrical, electronic, or mechanical devices or systems such as the Safety Instrumented
Systems discussed below.

Safety Systems

Besides basic process control system (BPCS) Levels 0-1 may also include an independent
control system to carry out safety functions. Safety Instrumented System (SIS), also some-
times called Emergency Shutdown Systems (ESD), provides dedicated fail-safe operations of
high reliability. It is used to protect against catastrophic consequences such as equipment
damage, severe environmental impact and personal injuries/casualties by shutting down the
production application. SIS/ESD is part of the Independent Protection Layers (IPL) to
handle safety incidents as shown in Figure 2.11.

Figure 2.11: Independent Protection Layers as specified in IEC 61508/IEC 61511 [94]
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SIS (IPL4) typically consists of sensors and logic functions that detect dangerous
conditions and final elements, such as valves, that are operated to achieve a safe state. SIS
is categorized by a Safety Integrity Level (SIL) – a performance measure that is related
to the probability that the safety instrumented function will not work when challenged
(when needed). The required SIL may be determined from Hazard and Operability Studies
(HAZOP), Failure Mode and Effect Analysis (FMEA), Layers of Protection Analysis (LOPA),
risk graphs, and other methods. The higher the severity of hazards, the higher the SIL level
of the safety controller must be.

Historically, safety systems were hardwired and segmented off from the main control
system. In recent years SIS evolved to the point where they now include programmable
electronic technology and an IP stack, which allows for over-the-network changes to the
functionality of these systems. To maintain the high reliability of an SIS, it is advisable to
segregate BPCS and SIS functions with the needed communication conduit being tightly
configured. As a best practice, the data from safety systems is first communicated to a
regulatory controller via a point-to-point communication link (Modbus RTU or Modbus
TCP) and then forwarded to the systems in the upper layers of the control architecture.
Some vendors offer Integrated Control and Safety System (ICSS) solutions that combine
elements of process control and functional safety into a single architecture. Usage of such
architectures is typically driven by the cost reduction of plant engineering and subsequent
ease of maintenance through integrated tools. A comprehensive overview of the SIS archi-
tectures can be found in [113].

Level 2: Supervisory control

Individual controllers contain only a small portion of control logic and therefore can control
the process to achieve a local optimum at most. As the title suggests, this level is involved
in supervising the control function over the whole plant, typically done by human operators
and engineers. The main component of this level is the control room (or control center)
where operators monitor and control the plant through Human Machine Interface (HMI)
software which contains a graphical representation of the process as shown in Figure 2.12.
If several different types of control systems are used in the plant, their data are jointly
displayed in the control room. The supervisory control function is performed 24/7 in shifts.
Whenever a process deviates too much and requires correction, operators may change a
setpoint, manually operate actuators and even overwrite interlock conditions.

HMI display has a layered design, each layer/view representing a different level of detail
about plant state. What is displayed in each level is, in general, plant (customer) specific,
however, there is a general guidance [56]:

• Level 1 – Plant overview;
• Level 2 – Unit overview;
• Level 3 – Equipment overview;
• Level 4 – Trends/Elements of control logic.

Unit overview and process variables trends are among main displays viewed by the operators
as they provide the most relevant and timely (near real-time) information about plant state.
During the process upset the operators may switch between different displays to determine
root cause of the disturbance and collaborate with the operators who monitor adjacent plant
units as well as plant maintenance personnel on the shop floor.
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Figure 2.12: Example of a Human Machine Interface view [65]

The operators are notified of abnormal process conditions or equipment malfunctions that
require actions to be taken by an application called an alarm system. Alarm management
is the most critical function of the supervisory control as the potential consequences of an
unresolved abnormal situation can be dramatic, ranging from significant financial losses to
casualties as shown in Figure 2.13.

Available 
Response Time

SHORT < 5min L M E E E
MEDIUM 5 – 15 min L M M E E

LONG > 15 min L L M M E
No/Slight Effect     

(< 10k)
Minor Effect      
(10k – 100k)

Medium Effect 
(100k – 1M)

Major Effect        
(1M – 10M)

Extensive           
(>10M)

No/Slight Injury Minor Injury Major Injury Single Fatality Multiple Fatalities

No/Slight Effect Minor Effect Local Effect Major Effect Massive

Negligible Low Medium High ExtremeCONSEQUENCE CLASS

R
es

po
ns

e 
C

la
ss PRIORITY CLASS

C
on

se
qu

en
ce

 
C

at
eg

or
y ECONOMICS

HEALTH & SAFETY

ENVIRONMENT

Figure 2.13: Alarm criticality and consequences cost (the source is intentionally withhold)

The alarm systems can include both the basic process control system and the safety
instrumented system, each of which uses measurements of process conditions and logic to
generate alarms. Packaged systems such as fire and gas systems or complete packaged units
are typically included into overall alarm management systems. Figure 2.14 illustrates the
process of alarm generation, visualization and logging in the alarm system.
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Figure 2.14: Alarm system generation and response workflow [47]

Most frequently alarm information is communicated to the operator via an HMI, usually
a computer screen or an annunciator panel. The number of alarms to be triaged per period
of time is strictly regulated to maintain appropriately sufficient cognitive function by the
operators. In process industries, the acceptable alarm rate is equal to 6−7 alarms per hour
or 1 − 2 per 10 min as shown in Table 2.1, with critical alarms not exceeding 10% of the
total number of alarms [89].

Average Alarm Rate Acceptability Performance and risk
< 10 Very likely unacceptable Inefficient / High Risk

5 – 10 Likely over-demanding
2 – 5 Possibly over-demanding Medium performance & risk
1 – 2 Manageable

> 1 Very likely acceptable Efficient / Low Risk

Table 2.1: Impact of alarm rate on operator acceptability and performance, per 10 min in
steady state, based on [89]

The other systems found at the supervisory level include typical components of a
Distributed Control System: various applications for configuration, maintenance and di-
agnostics of the control system, control logic and equipment, databases, communication
and batch management servers, engineering desktops and others. A key element in the
control system infrastructure is an Engineering Workstation (EWS), a high-reliability and
sometimes ruggedized computing platform equipped with software applications and tools to
program and modify the industrial process. It includes specialized tools needed to directly
communicate with, configure, and update the primary control equipment such as PLC,
BPCS, SIS, intelligent electronic devices (IED) and others. Due to the nature of its tasks,
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an EWS contains significant amounts of sensitive documentation specific to the process
and infrastructure design, configuration, and plant operations. It is also frequently used to
store historic information related to process configuration changes. Another key element of
the control system is a purpose-built real-time database (RTDB) for short-term storage of
process data to be consumed by other applications. The process RTDB may also include
a local instance of the data historian application, specialized software that collects point
values, alarm events, batch records, and other information from industrial devices and
systems for long-term storage. Additional systems may include asset management solutions,
local backup servers and any other system which is required to support plant management
operations.

Level 3: Operations Management

At this level reside systems that support functions involved in managing the workflows to
produce the desired end products. Examples include Manufacturing Execution Systems
(MES) and Manufacturing Operations Management Systems (MOMS). These systems take
orders and business data from the corporate systems to manage production scheduling
and dependencies, ensure production capacity optimization and schedule dispatching of
the finished goods. This level is also sometimes called “shared services” because it hosts
applications and services jointly used by multiple plants such as centralized backup and
asset management systems, network management functions, file servers and others.

Among the pillar systems hosted at this level is the Plant Information Management
System (PIMS) also known as a historian. Figure 2.15 shows the Graphical User Interface
of one of the most widely used historian software, OSIsoft PI.

Figure 2.15: Data historian view [128]
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A PIMS collects and integrates information about production processes and infrastructures
from a multitude of different sources, including local historian instances from Level 2.
Historians use specialized algorithms for lossy and lossless data compression to reduce
storage footprint as well as specialized software to enrich data with context and visualize
statistical trends.

It might not always be obvious whether a certain system belongs to Level 2 or Level 3.
In general, no system or application which is directly involved in or depended upon for
process control should be hosted at this level. In other words in case of issues with the
L3 infrastructure, it should be possible to disconnect this network segment from the rest
of the OT infrastructure without immediately affecting the process control function. For
this reason an essential service such as historical storage is provisioned at both L2 and L3.
However, because L3 hosts such services as scheduling systems and material flow applications,
disruptions at the Operations Management level can lead to hours or days of interferences
in production and enterprise processes, with the potential for considerable revenue loss. In
some instances, it might be required to shutdown the manufacturing processes.

OT Zone

Levels 0-3 of the network reference architecture are collectively called OT zone or Industrial
zone. The rise of automation leading to higher efficiencies has created an increased need
for bidirectional data flows between OT and IT systems. The OT zone is required to
be protected from Internet-enabled networks such as the enterprise layer and any other
“untrusted” environments like third-parties. This is achieved through the provisioning of a
dedicated perimeter network also known as a Demilitarized Zone which acts as a conduit
system between the OT zone and other external environments.

Level 3.5: OT DMZ

OT DMZ is a recent addition to the Purdue model. Similar to a conventional IT DMZ, the
OT DMZ is a buffer zone where services and data can be shared between two networks
belonging to different trust zones. OT DMZ is the only non-functional level and provides
an interface where the IT and OT worlds “converge”. For this reason, the OT DMZ level
is frequently counted as 3.5 to highlight its extension to L3. Among the key functions of
the DMZ is to enable communication between OT and enterprise applications in order to
exchange manufacturing and resource data. For this purpose, the historian from L3 is fully
or partially mirrored to a historian instance at the DMZ. The DMZ typically also hosts
patch and antivirus servers as well as applications for secure file exchange and remote access
to OT assets for third parties.

When correctly implemented, no communication connection should directly traverse
the OT DMZ, all traffic should originate/terminate in the DMZ. For instance, historian
data from L3 are first sent to the historian instance in the DMZ and then sent to L4 for
consumption by business applications. Similarly, all communication flows from the IT
network or Internet first land in the DMZ and are then routed further via newly established
sessions.



2.2 Industrial Control Systems Architecture 25

Level 4: Enterprise network

Level 4 or the Enterprise level, is where IT systems, applications and functions exist tasked
with the management of the entire industrial systems estate and business processes. This is
the level that provides business direction and orchestrates operations with data flowing up
from the shop floor (L1) and decisions flowing down from the boardroom. Examples include
Enterprise Resource Planning (ERP) systems that drive long-term plant production sched-
ules, material use, shipping, inventory levels and logistics processes, business-to-business and
business-to-customer applications and services as well as various business applications such
as emailing and voice communication, document management and data centers. This level
also hosts various supporting functions such as advanced data analytics and associated ap-
plications, Research and Development (R&D), Security Operations Center (SOC) and others.

Level 5: Cloud applications

Level 5 or Cloud level does not officially exist in the Purdue or IEC 62443 reference
architecture. However, we added it to illustrate two ongoing trends:

• Increasing desire of enterprises to reduce on-premise hardware footprint and reduce
infrastructure maintenance cost. Various Software-as-a-Service (SaaS) applications
such as Office 365 and modern endpoint security solutions are examples of cloud-hosted
business applications. In this regard, Level 5 could be seen as an extension of the
office network;

• Digitalization of industrial automation to achieve the next level of efficiency and
operational excellence. This trend is also widely known as Industry 4.0 [174], where
production and asset data are being directly fed into so-called data lakes and cloud-
hosted applications for analysis and gathering insights.

In the past, collected data were stored in on-premise servers or data centers and consumed
locally for local decision-making. Later data from various sites started to be aggregated at
the enterprise level for enterprise-wide usage and decision making. With the wider adoption
of cloud technologies and the evolvement of advanced machine learning techniques for big
data analytics, data storage increasingly began to move to data lakes for ease of data sharing
and simplified management of data access by the enterprise users, partners, third-party
service providers and customers.

It would not be possible to cover all the benefits of industrial digitalization. Among the
most mature and widely adopted examples of cloud-based applications is Predictive Mainte-
nance [177]. This is a proactive maintenance strategy that utilizes condition monitoring
applications to detect various deterioration signs, anomalies, and equipment performance
issues to estimate when a piece of equipment might fail so that maintenance work can be
performed ahead of a potential breakdown. For this purpose complex pieces of equipment are
instrumented with additional sensors to gather additional asset data as shown in Figure 2.16.
The instrumentation of assets with additional sensors is sometimes called asset digitization.
Asset data is then used to create predictive models to detect signs of asset degradation.

Among the most recent advances in the utilization of asset data is Augmented Reality
(AR) applications where asset maintenance personnel can visualize various asset status
data directly in the field with the help of tablets either in the form of 2D and 3D asset
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Figure 2.16: Pump monitoring solution by Flowserve [119]

models or by superimposing live photo or video and asset information. An overview of the
visualization methods in industrial AR prototypes can be found in [81]. Among emerging
trends are Cloud-Based Design (CBD) and Cloud-Based Manufacturing (CBM) which refer
to a distributed collaborative cloud-based engineering design services and manufacturing
model that exploits on-demand access to a shared collection of distributed manufactur-
ing resources to form temporary, reconfigurable production lines in response to demand [234].

Enterprise Zone

Levels 4-5 collectively form a so-called Enterprise Zone. Note, that this zone contains both
– systems and applications which belong to OT infrastructure and pure office/enterprise
IT systems. Some infrastructure can be of double use with examples being SOC/NOC
(Network Operations Center). Despite being located in the same trust zone, usage of shared
infrastructure, e.g., hosting of the OT and IT applications on the same servers should be
avoided. Furthermore, where possible, it is recommended to implement network segmenta-
tion between OT and IT systems. Similar considerations apply to cloud environments.

Transformation of the Purdue Model

Asset monitoring and plant optimization applications with data flows utilizing Internet-based
communication and being consumed by cloud-based software platforms have received the
name of Industrial Internet of Things (IIoT) [24]. With the added sensors for asset and
process monitoring, the network bandwidth of the BPCS became insufficient to transfer
large volumes of high-resolution telemetry data. As a consequence, it was decided to send
IIoT data via dedicated communication channels which included edge processing devices and
communication gateways. Naturally, the Purdue reference architecture does not provide any
guidance neither about how such IIoT communication architecture should be implemented
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nor how it should be integrated with the main OT infrastructure. To standardize IIoT
implementation, NAMUR, an International User Association of Automation Technology in
Process Industries, came up with the NAMUR Open Architecture (NOA) which provides
guidance on the architectural design of IIoT data flows and intercommunication between
IIoT and the core process control infrastructure. Figure 2.17 shows such a design for
L0-L3/L4 for the reference architecture.

Figure 2.17: Open NAMUR reference architecture for IIoT applications [17]

In the future, the current Purdue model will continue to be challenged. With the indus-
try’s growing desire to reduce infrastructure deployment and maintenance costs, L3 and L2
computing resources are increasingly hosted in the cloud in the form of Infrastructure-as-a-
Service (IaaS) [44]. This trend will inevitably compel the deployment of a DMZ infrastructure
in the cloud as well, calling for rethinking security requirements and the architectural design
of the Purdue reference model. In the future, with L3 and L2 applications being consumed
as SaaS offerings, the Purdue architecture will transform even further.

Data processing in industrial automation

With the introduction of computer-aided manufacturing, data became the most essential
ingredient of automation and processing this data into information became a substantial
task of control systems.

The key to handling information was the establishment of a transparent data flow inside
an automation system with a strict subdivision of the data processing into a hierarchical
model which resulted in an architecture known as automation pyramid [48] and shown in
Figure 2.18. Established by the ISA-95 work group, this model became a foundation for
the Purdue reference architecture discussed above. Allocation of devices to automation
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levels highlights the varying time constraints associated with data collection and response.
The direction of the process data flow is bottom-up, while management and control data
flows from top to bottom, with each layer adding latency, predominately related to data
aggregation and analysis strategies.

Figure 2.18: Automation pyramid according to ISA-95

At the level of regulatory/local control (L1) data has momentary significance and is
used merely for real-time process corrections. Data exchange between field instrumentation
and control equipment is happening in milliseconds or seconds intervals and data processing
mostly addresses the quality of the sensed signals. While industrial controllers mostly
operate on raw data, the systems in the upper layers of the automation pyramid operate
on the information extracted from the data. Field data are contextualized for extracting
useful observations by means of various data processing and analysis techniques such as
filtering, conditioning, aggregation, transformation, correlation and others. Supervisory
control is about short-term tactical control by process operators and medium-term strategic
monitoring by process supervisors and process managers. Process information is used for
displaying trends, alarm management and overall situational awareness with data significance
lasting in sec-min for operators and min-hrs for supervisors. Information at the level of
operations management is concerned with correcting plant performance drifts and strategic
long-term planning.

Incorrect processing of process data may result in partial or complete loss of
situational awareness.

In his public blogpost, Weiss [228] described a real-world use-case in which two identical
plants reported to the plant vendor that one plant experienced a flow-induced vibration issue



2.2 Industrial Control Systems Architecture 29

and was operated at a reduced load, while the other plant did not have a vibration problem
and was operated at full power. The latter plant ultimately reported significant damage
to the nuclear fuel system caused by vibration. It was discovered during the investigation
that both plants had flow-induced vibration issues (Figure 2.19a). The indicator of this
physical problem was a resonant frequency detectable by the plants’ in-core instrumentation
recorders. However, one chart recorder (Figure 2.19b) reported the problem while the
chart recorder in the other plant had the sensor signal filter altered to eliminate the higher
frequency noise in the signal that was indicative of the flow-induced vibration. This resulted
in the “filtered” plant operating in unsafe conditions, without the operators’ awareness.

(a) Flow-induced vibration illustration [98] (b) Example of chart recorder equipment [110]

Figure 2.19: Flow-induced vibration in piping systems and its detection

Such an erroneous change of sensor signal processing parameters resulted in unintentional
data utility corruption. Data utility differs from data integrity in the sense that the data
itself is not manipulated but the way of extracting information from the data is altered.
The sensory unit and the sensor signal were authentic, change of the filtering parameter
was done by the authorized personnel. However, the filtered content of the sensor signal no
longer provided one of its intended functions, i.e., vibration monitoring.

Appendix A provides an extended discussion on data security properties specific
to cyber-physical systems.

In the past reliance of industrial equipment and software on proprietary protocols
posed significant challenges to centralized acquisition of process data. To bridge the
“communication gap”, an industrial automation task force consisting of industrial vendors
and end users developed an OPC standard for communication interoperability in 1996 [75].
OPC stands for Open Platform Communications or OLE (Object Linking and Embedding)
for Process Control in the initial version of the protocol name. OPC serves as a bridge
between both Windows-based software applications such as historians and various process
control hardware as well as control equipment of different vendors. Figure 2.20 illustrates
the OPC communication topology for data acquisition. To date, OPC has become one of
the most widely used interfaces for accessing process data not only in OT but also in IIoT
applications and allows building multi-vendor architectures in a “plug and play” fashion.

OPC and its latest version OPC UA (United Architecture) is not simply a protocol but
a transport-agnostic industrial framework that is adaptable to different transport layers
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Figure 2.20: OPC communication topology

depending on the application-specific requirements and use cases. OPC UA makes use
of a universal Quality-of-Service (QoS) concept, which includes real-time communication
capabilities with guaranteed bandwidth and low latencies. The Field Level Communications
(FLC) Initiative of the OPC Foundation developed OPC UA FX (Field eXchange) extension
specification to enable uniform and consistent communication solution for vertical and
horizontal integration, including field, edge and cloud as shown in Figure 2.21.

Figure 2.21: OPC UA framework with extensions for field exchange [145]

2.3 Cyber-Physical Attacks
ICS have traditionally been designed for dependability, durability, economic efficiency
and safe use. Pervasive computerization and automation of control systems has enabled
vertical and horizontal systems integration and introduced cyber interdependencies [183],
which became a source of disturbances that are unusual and difficult to foresee. Subtle
control loops, cascading failures and malware propagation were the price for increased
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efficiency. Technology has improved efficiency but at the same time has become a source
of concern. In the past few decades, plants have undergone tremendous modernization.
What used to be a panel of relays became an embedded computer. What used to be a
simple analog sensor is now an IP-enabled smart transmitter [158] with multiple wired and
wireless communication modes, a large number of configuration possibilities, and even a web
server so that maintenance staff can calibrate and setup the device without approaching
it. While security engineers try to limit the attack surface, vendors keep introducing novel
opportunities for remote exploitation of the physical processes and equipment.

Pervasive “cyberfication” became a source of concerns about plant vulnerability to both
random cyber failures and security attacks. On one hand, embedded computers have enabled
the governing of physical applications to achieve desired outcomes. On the other hand,
physical systems can be instructed in the same way to perform actions that are not intended.
As a result software code which does not inherently possess tangible force can potentially
acquire destructive capacity through the ability to instruct physical systems to malfunction.
Cyber attacks on physical systems are correspondingly called cyber-physical attacks. The
implications of this class of cyber attacks, namely the ability to inflict physical damage, is
the main difference between cyber-physical and conventional cyber attacks.

What is not always understood is that breaking into a cyber-physical system
and taking over its component(s) is not enough to achieve the desired physical
impact. After all, breaking into a system is not the same as breaking a system.

Executing a successful cyber-physical attack requires a body of knowledge that is different
from what is commonly employed in the information technology field. In particular, the
attacker needs to understand signal processing [223], control principles [204], the physics
of process behavior [148], the mechanics and failure conditions of the equipment [130, 205,
27], etc. Moreover, different types of CPS are subjected to fundamentally dissimilar failure
modes the conditions of which first need to be discovered [130]. Figure 2.22 shows the
distinction between the constituents of a cyber-physical attack.

Figure 2.22: Multidisciplinary components of a cyber-physical attack

In the following sections, we describe some intrinsic aspects of cyber-physical exploitation
as well as the current threat landscape and the state of threat actors abilities to execute
cyber-physical attacks.
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2.3.1 Timing Parameter
Cyber attacks in the IT domain do not generally depend on timing aspects. The few
exceptions include attack categories such as race conditions, Time-of-Check to Time-of-Use
vulnerabilities, or cross-site scripting attacks that rely on getting access to session cookies
before they expire, where attackers need to make sure that their attacks occur within a
tight window of time. In cyber-physical systems, however, timing plays a major role as
the physical state of the system evolves continuously over time and some states might
be more vulnerable to attacks than others. Timing also characterizes the sensitivity of
a cyber-physical system, e.g., it may take minutes for a chemical reactor to burst [192],
hours to heat a water tank or burn out a motor, and days to destroy centrifuges [129].
Understanding the timing parameters of the physical processes not only allows an attacker
to construct a successful attack but also to maximize the desired impact (e.g., long-term
damage to the system).

The dynamic evolution of process variables can be described with a simple model
consisting of process gain, dead time, and time constant. The process gain describes how
much the process will respond to a change in controller output, while dead time and time
constant describe how quickly the process will respond (Figure 2.23). Precisely, dead time
describes how long it takes before a process begins to respond to a change in controller
output and the time constant describes how fast the process responds once it has begun
changing. Controlling the processes with large time constants is a challenging task causing
operator stress and fatigue [151]. The described timing parameters are not only important
for the design of a control algorithm but also for the attacker to design an effective attack.

Dead 

time

Time 

constant

Figure 2.23: Time constants in process control, based on [204]

Attackers and researchers have shown numerous ways of compromising and controlling
the digital systems involved in process control [193, 137, 41, 111, 5], thereby raising the
possibility that catastrophic failures in the physical world can result from taking control
of those digital systems. When an attack transitions from the control of a digital system
to the control of a physical process, physics becomes the controlling factor instead of the
digital rules encoded into the microcontroller.

A single bit flip can engage the burner under a tank of water, but the water
will still take hours to heat regardless of the state of the controller outputs.
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Changing the state of the outputs does not immediately put the process into a
vulnerable state. An attacker needs to take into account the timing and state of
the system and act when the process is in a vulnerable state.

The key questions are when the process will reach the vulnerable state and how long
it will take after the start of the attack to achieve the attacker’s goals. Since the exact
answers to these questions may not be known to the attacker, there may be considerable
uncertainty with regard to the timing of the attack. Feedback loops are capable of governing
the process when it is operated within expected boundaries. However, as the process is
pushed further away from normal conditions, the effectiveness of the control loops becomes
less known. Correspondingly, timing parameters become more uncertain and the process
may enter an uncontrollable state. Moreover, the field instrumentation is calibrated to
measure the process within certain predefined limits and may be inadequate to describe the
process when it operates outside its configured region [189].

Consider a piping infrastructure in a plant. Fluid dynamics play an important role in the
exploitation of the piping systems. Pipes are typically designed to the maximum expected
design pressure of the system, but a water hammer may amplify the system pressure by as
much as six to ten, or more, times the original, intended design pressure and cause pipe
rupture [135]. A classic water hammer or a hydraulic shock is caused when a fluid in motion
is forced to stop or change direction suddenly, e.g., when a valve closes suddenly at an
end of a pipeline system (Figure 2.24). The resulting pressure surge travels upstream at a
sonic velocity causing pressure change in the pipe. Certain timing parameters such as speed
and frequency of the valve closing, period and velocity of the wave propagation must be
considered by an attacker while designing the damage scenario on the piping system.

Figure 2.24: Visualization of water hammer occurrence mechanism

Every physical phenomenon in nature is best experienced in moderation and their
extremes may yield disruptions and damages. Resonance and vibrations are common
threads that run through almost every branch of physics and mechanics. Taken to an
extreme, they occasionally cause a bridge to collapse, a helicopter to fall apart and other
detrimental effects. Understanding the nature of their occurrence and the susceptibility of
the physical and mechanical systems to their exposure is the foundation for many classes
and types of cyber-physical attacks [130]. The equations to compute conditions for the
occurrence of unwanted forces and determination of their unsafe levels are available in the
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literature [205, 135]. However, the design and execution of such attacks in cyberspace would
require strategic and timely manipulation of the process parameters.

To give an example of the above mentioned attack scenarios, we consider a catastrophic
accident at Sayano-Shushenskaya Dam, Russia’s Largest Hydroelectric Power Station in
2009 (75 killed) [96]. It was caused, among other reasons, by excessive vibrations which
wore down the bolts that kept the turbine in place and by a consequent water hammer that
ripped the turbine out of its seat. Additionally, another time-related parameter was involved
in the accident. The working life defined by the manufacturer for the turbine was specified
as 30 years. At the moment of the accident, the age of the turbine was 29 years and 10
months. Vibrations and shocks degrade equipment robustness over time. Therefore the
exploitation regime of aged machinery must be selected with care in order not to overstress
it. The fragility of the equipment at the end of its designed exploitation time can be abused
by the attacker.

Depending on the attack objective and the attack progression, time typically plays a
more critical/pressing role during the cyber-physical incident (the physical process is a
target) compared to the cyber incident (information or IT infrastructure is a target).

IT domain. On average, companies take about 207 days to identify and 70
days to contain a breach in 2022 according to IBM [102].
OT domain. At 1:23 pm reactor cooling problem identified. At 1:33 pm the
reactor burst and its contents exploded, killing 4 and injuring 38 people [192].

The difference in requirements to the urgency of attack reaction should be taken into account
when designing security monitoring infrastructure, configuring detection parameters and
establishing incident response processes. The speed of incident reaction in the OT domain
is subject to continuous optimization. In recent years this resulted in the development of
high performance HMI displays (Figure 2.25) aimed at improving the operator’s cognition
of process state and facilitating shorter incident resolutions.

Figure 2.25: High performance HMI display [18]
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Note, that the two fundamental design principles of modern HMIs remained the same as for
previous generations:

The operator interface allows operators to focus their mental resources on
controlling the process, not on interacting with the underlying system platform;

That means the HMI is consistent and easy to use in terms of making minimal
demands on the console operators’ mental and physical resources to understand
and interact with the process control system [170].

Although more effective HMIs contributed to the overall improvement in process safety, even
modern HMIs are not optimized for resolving process upsets caused by intentional/malicious
actions. For instance, in a particular situation discussed in [188], the resolution of a tricky
alarm required an operator to click and review 28 screens. As a result, the process was
in an abnormal, running outside the operating limits state for 32 minutes, which resulted
in increased maintenance costs from excessive stress on the equipment. Understanding of
timing parameters involved in revolving abnormal process states can be taken advantage
of by the attacker, e.g., by causing an unnatural alarm sequence or alarm flood to cause
confusion and increase operator response time.

2.3.2 Safety vs. Security
In the physical world safety is a primary concern. In the context of CPS, safety systems have
the critical function of detecting dangerous or hazardous conditions and taking actions to
prevent catastrophic consequences for the users and the environment. The industrial control
community has substantial experience in identifying and addressing potential hazards and
operational problems in terms of plant design and human error, used to minimize the effects
of atypical situations and to achieve a safe outcome from a situation that could have resulted
in a major accident. Even before somebody is allowed to visit a plant, they usually must
watch a safety training video. Many industrial companies have a large screen displaying the
number of days elapsed since the last safety accident.

However, the evolution of safety systems is largely built on the ability to interconnect
systems and automate notifications and alarms in the event of safety breaches. As a result,
safety systems became vulnerable to cyber attacks. In the past, the relationship between
safety and security was studied in the context of dependable computing (Figure 2.26).
Compared to existing works on determining common approaches to safety and security
that have their focus on IT or system design, e.g., [166, 138], we suggest also including the
underlying physical processes into consideration.

Availability
Reliability
Safety

Confidentiality
Integrity

Maintainability

Dependability Security

Figure 2.26: Dependability and security attributes, based on [14]
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Both cyber security and safety have distinct histories and have developed their own
bodies of work. In both disciplines basic concepts have developed into a language that
can be used to describe best practices. However, the current efforts to secure critical
infrastructures have used the language of cyber security drawing little from the language of
safety. Architectures are most often described in terms of security boundaries and not in
terms of hazards. This cyber-oriented view of the world has been codified into standards
and regulations governing process control.

One regulation illustrating this point is the NERC CIP standard [164]. Under this regu-
lation, a control system is broken down into a set of “control centers”. The communications
between control centers and outside entities define an electronic security perimeter (ESP).
Not all control centers are required to be defended. Simple tests are used to determine
whether a particular control center is required to be defended to achieve compliance with
the standard. However, most of the tests are cyber-oriented. The only safety-oriented test is
that the control system should have the ability to shed 300 MW of load. All other hazards
such as bringing a generator out of phase [238] or energizing a line during maintenance work
are not considered by the standard. The NIST 800-53a standard has a similar flavor [109].
Its general hardening recommendations such as password lengths are applied broadly to
the devices used in process control. The standard is meant to be applied to all industrial
processes without any additional considerations for the specific product being produced or
manufactured. There is no need for the implementer to understand the inherent hazards of
the system. Hazards are simply seen as part of the nameless devices residing at the lowest
level of the control system architecture, whereas cyber security controls are implemented as
a barrier on top of these devices, frequently in the form of firewalls. The danger of this line
of thinking is that all parts of the process are often grouped together into a single security
compartment without any regard to how the parts of the process interact with each other
and, specifically, how these interactions may impact safety of the process.

Consider a piping infrastructure at an industrial facility. Once two devices are inserted
into a process, they can become related to each other by the physics of that process. The
physical process then becomes a communication medium and may be used for delivering
malicious payloads even if the devices are segregated electronically [119]. With that, the
IEC 62443 approach to defining zones and conduits is violated when an attacker can use
equipment in a lower security zone to deliver an attack payload to piece of equipment in a
more secure zone via process physics, rather than in electronic form via a configured conduit
as shown in Figure 2.27. Section 4.6 provides additional discussion on the topic.

Safety and security are sometimes described as two sides of the same coin [54]. If
the attacker can compromise safety systems through cyberspace and prevent them from
performing their intended protection function, a security incident may lead directly to a
catastrophic event. Security and safety are interconnected but both have different missions
and employ different vocabularies. In order to understand their “separation of concerns”, in
the simplest way, the relationship between security and safety can be explained with the
diagram shown in Figure 2.28. If the attacker manages to breach a security perimeter and
gains access to the plant infrastructure, there are still several layers of safety protections in
place (including mechanical ones) to prevent harm to the process, equipment, personnel
and environment.

From a safety point of view, any device that can fail is an additional risk. A firewall
might physically catch fire, or it might be misconfigured and suppress important messages.
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Figure 2.27: Illustration of network security zoning violation

As emergency cases are rare, uncommon messages will be sent especially often in cases
when they are important. Message encryption makes it harder to monitor communication
channels. Message authentication failures might refuse valid messages. Key management
may introduce further potential points of failure.

Safety and security are related and require similar mindsets, e.g., investing resources
for something not to happen, but there are also some fundamental differences in the way
of thinking. In a safety system, failures are usually assumed to be accidental. Failure
probabilities of individual components are thus by and large independent. If the probability
of an engine failure in an airplane is 1 in 100.000 flights, the probability of two engines
failing is 10−12; this is then the failure probability for a plane that can land safely with one
engine. In security, failures are not independent. An attacker attempting to manipulate one
device is likely to also attack the fallback. An attacker’s next step may depend on what has
been observed so far. Events deemed so unlikely that they are simply not accounted for,
such as a name containing valid SQL commands, may be triggered intentionally.

Finally, security and safety have opposing update regimes. IT security em-
ploys frequent updates such as installing patches, upgrading firmware or adding
new firewall rules to react to new security advisories. On the other hand, an
engineering system once approved is expected to remain safe if left untouched.

Figure 2.28: Relationships between security and safety
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Any change in software or operational practices must be followed by an extensive safety
revision. Failing to do so can result in casualties. For example, after an update of the
SAP-based maintenance software at DuPont without a subsequent safety review, an alarm
notifying on a due date for a hose change disappeared. As a result, a hose used to transfer
phosgene from a cylinder to a process wore out and catastrophically failed spraying a worker
in the face and resulting in his death [191]. With the increasing digitalization of the safety
systems and their interconnectivity with other systems such as DCS and historians, there
is a growing risk for these systems to be compromised and not being able to provide their
protective function. This will be further discussed in the next section.

2.4 Industrial Control Systems Threat Landscape
In the IT domain, the ultimate objective of the attackers is often to obtain data (e.g.,
intellectual property or specific records). Misuses in the OT domain are much more
concerning as the attackers’ goal is to cause an impact in the physical world. The concerns
are exacerbated by the fact that most control equipment, systems and protocols either lack
fundamental security controls or do not have them properly configured. As compensating
security measure, it is possible to segregate OT equipment from the high-risk networks
and Internet via the OT DMZ. However, many industrial environments either do not have
this network layer or have it implemented with very limited capability. As a result, the
susceptibility of the OT zone to malware compromise or human-assisted intrusions remains
high. Figure 2.29 shows the timeline of publicly-known attacks which had manifested in
physical consequences. We added two targeted reconnaissance campaigns because their
activities were directed at collecting information related to the execution of cyber-physical
attacks.

Figure 2.29: Historical time of cyber-physical attacks

In general, the concept of control systems misuse to achieve specific physical impact is
not novel. Before becoming a target of external threat actors, control systems were subject
to insider attacks. Among the most frequently discussed cases is an attack on the Maroochy
Shire sewage treatment process in Queensland, Australia in 2000. A disgruntled contractor
who had installed the radio-controlled waste management system used commercial radios
to interact with control equipment and caused millions of liters of raw sewage to spill out
into local parks and rivers, contaminating creek water and causing death to local marine
life [203]. In 2006 two traffic engineers in Los Angeles, USA, remotely accessed the city’s
traffic control system and changed the duration of the red light at four busy intersections
located near freeways and major destinations in Los Angeles as part of a labor union protest.
They also inserted a code that prevented an easy fix of the hack. It took a few days to
resolve the traffic gridlock caused [84]. As can be noticed from these two examples, insider
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attacks can be especially damaging thanks to intimate knowledge of the systems possessed
by the insider employees.

The epoch of external targeted attacks on control systems started with Stuxnet, malware
that was designed to limit the pace of the Iranian uranium enrichment capabilities [73].
Among the distinctive features of Stuxnet is the amount of multi-national efforts invested
into its development [240] which makes it a special case not only in the ICS space but also in
the overall history of cyber security. The cyber-physical payload of Stuxnet was implemented
in two distinctive variants [129]. The first payload was designed to over-pressurize centrifuges
by keeping exhaust valves within the centrifuge cascades closed. This attack scenario turned
out to be not sufficiently reliable. The second payload variant targeted the centrifuges’ rotor
speeds to over-speed centrifuge rotors and to take them through their critical (resonance)
speeds/frequencies. While Stuxnet did not significantly set back the Iranian program due
to its premature discovery, it opened Pandora’s box of cyber-physical attacks and prompted
other nation-state threat actors to ramp up their cyber activities in the ICS space.

Not long after the Stuxnet discovery, industrial organizations primarily in the USA and
Europe were targeted with a malware campaign which hypothetically could have been a
reconnaissance stage preceding a Stuxnet-like sabotage attack. A malware named Havex
was designed to search for OPC servers and collect information about connected field
instrumentation [103]. While no malicious code targeted at process manipulation was
discovered, with the obtained process configuration data such capability could have been
added to Havex with just a few lines of code. In another instance, an attack campaign
targeted a wide range of networking devices in 2018, including components for detecting
and logging Modbus TCP traffic [209]. It is not uncommon to relay industrial traffic over
the Internet without protection [162]; the attackers used this knowledge to identify sources
and destinations of such traffic together with process data payloads.

In the safety discipline, a near miss is an event not causing harm, but having the
potential to cause injury or ill health [100]. A reported cyber-physical attack on an unnamed
water utility in 2016, could have potentially caused significant harm to the population but
resulted only in nuisances. Partly due to the attacker’s “incompetence” and partly due
to the safety measures in place [227, 140]. The threat actor exploited weaknesses in the
Internet-facing system, obtained remote access to the control application and modified the
ratios of chemical components entering the water treatment process. However, process
manipulations were promptly identified and reverted to normal values. While there was no
danger to public safety due to strict water quality controls before water leaves for public use,
the attackers could cause damage to process equipment through chemical contamination.
The amateur and naive way of conducting this attack suggests an opportunistic attacker
who was not driven by a deterministic objective of achieving a specific outcome. A similar
attack against another water utility in Florida, USA was reported in 2021 [70]. However, in
2023 it was revealed that the incident was caused by the own employee who also notified the
supervisor as soon as the correct composition of chemicals was restored [176]. We, therefore,
marked this attack with gray.

Although opportunistic attacks may potentially result in harmful outcomes, high-
precision attacks are much more concerning. Besides Stuxnet, there were three other proven
targeted cyber-physical attacks with physical consequences in past years, all happening in a
short period between 2015-2017:
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• Attacks on three power substations in Ukraine, 2015; malware family – BlackEn-
ergy3 [66].
On December 23rd, 2015 a major coordinated attack on electrical utilities in three
different regions in Ukraine left hundreds of thousands of inhabitants without elec-
tricity for about six hours in total. The attackers compromised remote access to the
operator console in the OT network and used HMI software to open circuit breakers.
Simultaneously, in one of the regional utilities, the attackers updated Serial-to-Ethernet
converters with malicious firmware to make them inoperable. This ensured that even
if the operator workstations were recovered, it would not be possible to re-close the
breakers in the affected substations remotely, requiring manual remediation. Only
thanks to the timely restoration of the power supply the attack did not result in
casualties or other significant consequences.

• Attack on a power substation in Ukraine, 2016; malware family – Industroyer [239].
Just before midnight on December 17th, 2016, a 330kV substation north of the
Ukrainian capital Kyiv went offline, affecting the population in a part of Kyiv and a
surrounding area. Forensic investigation has discovered malicious software on several
SCADA servers which was used to disconnect circuit breakers via scripted networking
commands. In contrast to the attack in 2015, the final subversion activities were not
executed manually by human threat actors but instead scripted into an autonomous
malware framework [41]. As during the previous incident, the power supply was
manually restored in a timely fashion, avoiding serious consequences. Another variant
of this malware, Industroyer2, was discovered in Ukraine in 2022 [69]. However, the
malware was detected before the threat actors were able to bring it into action. While
Industroyer design has evolved since its initial deployment in 2015 [78], it remained
unclear whether Industroyer2 could have been successfully executed in the victim
environment.

• Attack on Safety Instrumented System in a refinery in Saudi Arabia, 2017; malware
family – TRITON [111].
While both attacks on the Ukrainian power grid could have potentially resulted in a
significant impact on the civilian population via collateral consequences, the TRITON
attack on the Triconix safety controller directly undermined the safety of human
workers in the victim facility. TRITON is a passive software implant with read, write
and execute capabilities, residing in the controller’s memory and activated by a special
network packet. While TRITON was discovered at the stage of its installation, once
successfully installed the implant allows to remotely reprogram safety system with an
attacker-defined payload. In the worst-case scenario, the TRITON capability could be
extended to controlling I/O functions and denying safety shutdown functionality during
hazardous events. Figure 2.30 shows the block diagram of the 3008 Triconex electronic
board with main and I/O processors located on the same board and communicating
with each other via shared memory. With this hardware design, passing commands to
safety instrumentation could be implemented with minimal effort.

When mapping the attacks discussed above against a traditional layered representation
of an ICS network, it becomes apparent that cyber-physical exploitation tactics are following
an evolutionary path, clearly picturing the ongoing “race-to-the-bottom” trend between
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Figure 2.30: Architecture of a model 3008 main processor [45]

ICS threat actors and defenders. This trend refers to the tendency of the attackers to move
their exploits one layer down as soon as security controls are introduced at some layer of
the computer or network architecture. While OT asset owners begin to harden operator
consoles and embrace ICS network monitoring solutions, the attackers are already moving
their exploits into the control equipment as illustrated in Figure 2.31.

Figure 2.31: “Race-to-the-Bottom” exploitation trend in Industrial Control Systems

In the 2015 attack on the Ukrainian power grid, the attackers leveraged unauthorized
access to the HMI via remote access software to open the breakers and de-energize the
substation. With that, the attack was executed at the level of supervisory control by
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compromising more familiar Windows-based IT systems. However, executing ICS attacks at
this level is less reliable due to readily-available security controls for Windows systems. In
the 2016 power grid incident the attackers launched their exploits at the industrial protocol
layer. Before the 2015-2016 events very few industrial organizations invested in visibility
solutions for their control networks. This is why Industroyer activities were not detected
at the time of the attack. With increased awareness of security risks and OT network
monitoring solutions readily available on the market, investing in offensive capabilities
at the level of control networks has become less practical. In the 2017 TRITON attack,
the attacker moved their exploit all the way into the control equipment at the regulatory
control level. The reason for this strategy is the lack of exploit mitigation and detection
capabilities in most of the embedded components deployed within the ICS and a lack of
tools to support compromise assessment and forensic analysis of these systems. Therefore,
in the foreseeable future embedded exploits are likely to remain undetected for an extended
period. Also, the lack of international regulations in using cyber warfare against critical and
vital infrastructures does not discourage the execution of cyber-physical attacks, further
motivating threat actors to continue with the race.

It is not uncommon for sensing devices and even actuators to be accessible either
physically or via exposed communication channels. Examples include wireless sensing
devices located too close to the physical fence of an industrial facility or devices placed
in accessible places. The attackers can take control over such end-point devices and use
their connectivity to a wider network to compromise systems located in the upper layers
of the Purdue reference architecture. This control-systems specific exploitation scenario is
sometimes called “hacking upstream”. In one instance the attackers were able to exfiltrate
a large volume of data from a casino by compromising an Internet-connected thermostat
in the casino’s aquarium [153]. In another example, the researcher demonstrated how the
attacker can trigger software vulnerabilities in an ERP system such as SAP in a multistage
attack which starts with compromising HART transmitters [21]. Industrial facilities in
remote locations which rely on radio transmission lines are especially susceptible to such
attack scenarios [144].

Every industrial environment is unique. Creating customized payloads is laborious and
not scalable. It is natural for the attackers to search for (1) design payloads that require
little proprietary knowledge about the target environment (e.g., configuration parameters,
analysis of process data), (2) reusable cyber-physical attack scenarios. The second variant
of the Stuxnet payload is an early example of a reusable damage scenario. Its payload
targets a common weakness of all rotating equipment: namely, equipment overstress through
operation at harmful frequencies. With minor modification, this payload can be re-used
against other types of rotating equipment such as motors or turbines.

The Industroyer malware is among the more recent examples of reusable cyber-physical
payloads. Its attack logic is relatively simple: find all or selected controllable signals
on RTUs and OPC servers and change their status to off. The attackers used publicly
available protocol specification documentation to discover the needed points in the control
equipment instead of relying on the substation’s configuration information, which makes
the Industroyer attack scenario applicable to any substation worldwide. To maximize their
success chances, the attackers implemented attack logic in four different modules for four
widely used industrial protocols in the electrical sector as shown in Figure 2.32. A launching
module was pre-programmed to execute all four payloads simultaneously at the predefined
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time. This success maximization strategy can be compared to a heap spray attack on
computer systems. The Industroyer attack framework is also extensible in that it can be
easily enhanced to support additional protocols.

Figure 2.32: Industroyer payload components

Previously, limited access to industrial equipment, software and proprietary engineering
documentation were thought to be the main barrier to entering the ICS exploitation field.
The situation has changed significantly over the past decade. If previously one would need
to be a legitimate buyer to buy certain types of industrial equipment such as safety systems,
nowadays such equipment and related software can be freely purchased at e-commerce
platforms such as eBay [106] or Ali Baba [90]. Also, restricted and proprietary documentation
such as various engineering documentation, equipment manuals and development guides,
specification sheets, trainings, purchasing documentation and others are frequently uploaded
to public file repositories such as Scribd [108]. Industrial software executables, firmware
for industrial equipment, control logic, and configuration files are often uploaded to Virus
Total [220] and GitHub [107]. It is also not uncommon when engineers and subcontractors
expose sensitive documentation via improperly configured file servers [161].

To make use of the vulnerabilities discovered in the ICS equipment, they need to be
weaponized. There is a growing effort in the security community to produce exploits for
publicly disclosed ICS vulnerabilities for both research and commercial purposes. This
includes stand alone exploits, e.g., as Metasploit modules [178] and commercial frameworks
such as SCADA+ Pack [82], which includes both public and 0-days vulnerabilities in one
exploit pack. To close the gap in lacking tools for ICS exploitation, researchers and security
practitioners developed repositories with ICS attack instruments, e.g., [199, 58, 211, 167].
Additionally, a significant effort was dedicated to developing password bruteforces and
creating libraries of the default/commonly used credentials for industrial equipment [217,
194, 59, 57]. As anything publicly available, such repositories of attack tools lower the bar
for threat actors with an interest in ICS exploitation. It is worth mentioning that it took
only a few months until a detailed technical analysis of Industroyer [41] became publicly
available and just a couple of weeks for the TRITON attack framework to be uploaded
to the GitHub repository after incident disclosure [64]. Although pulling off successful
cyber-physical attacks still requires a significant amount of specialized skills and expertise,
the accessibility of tools and exploit modules is making it easier for threat actors with
limited resources to bridge their knowledge gap.

Although ransomware became a prominent threat to ICS environments in the
past few years [171], we do not consider this threat in the white paper because
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its impact on the physical process is either collateral, caused by poor or missing
segmentation between OT and IT networks [26], or tailored to increase the
chance of receiving the ransom by stopping some critical monitoring and controls
services [29]. We limit the discussion scope to targeted cyber-physical threats
directed at causing a pre-defined impact in the physical world.

Note, that we did not include cyber-physical attacks claimed on social media Telegram
and Twitter in 2022 [216] as their authenticity could not be validated. We also did not
include an attack on the KA-Sat communication satellite in 2022 which resulted in the loss
of communication with almost 6000 wind turbines in Central Europe as it did not affect
photovoltaic systems [232]. Last but not least, we did not include the physical destruction
of critical infrastructure in Ukraine with kinetic weapons as at this time there is no public
evidence that cyber attacks could have been contributing factors to the attack outcome.
Also, a combination of cyber and kinetic warfare falls into the realm of hybrid warfware that
is not in the white paper scope. On a similar note, we omit analysis of the so-called “Vulkan
files” [11, 224] due to a requirement for a longer assessment between known cyber-physical
attacks and leaked documentation.

2.5 Conclusion
With the introduction of computer-aided manufacturing, significant effort was put into the
standardization of industrial architectures and communication flows resulting in concepts
like the automation pyramid and the Purdue reference architecture. With the growing
business need to exchange data with enterprise systems and users as well as provide remote
access to complex pieces of machinery, the industry has focused on finding best practices for
securing automation systems from potential external threats and avoiding any disruptions
in control systems functioning. However, being a conservative industry, the adaptation of
security practices in automation has been much slower than the desire of the business for
the better economic performance of the plants, resulting in increasing discrepancies between
technological advancements such as the usage of cloud technologies and efforts to identify
and mitigate associated security risks.

The Industrial Control Systems threat landscape has changed dramatically over the
past few years. New threats have emerged, exacerbating global concerns brought about
by Stuxnet, the first known cyber-physical attack. Although modernization and wider
connectivity introduced opportunities for remote exploitation of control systems, attempts
to disrupt a process without clearly understanding the consequences of the attack actions on
the physical process are likely to result in a minor nuisance instead of an actual disruption. In
order to achieve the desired cyber-physical effect, the attacker requires a body of knowledge
that is different from what is commonly employed in the IT field. For instance, it takes a
specially-crafted attack to bring the process into a needed vulnerable state or the attacker
needs to wait for a process to be in a particular state before executing her attacks. In
the pre-Stuxnet era, ICS exploitation was considered a boutique skill mostly possessed by
state-sponsored threat actors. However, the previous status quo has been challenged over
the past decade thanks to wider accessibility of OT equipment, open-source attack tools,
and information, allowing less resourceful threat actors to participate in the ICS domain in
support of economic, political and military interests.
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Vinyl acetate (VAC) monomer is a commodity chemical and is an essential building
block used in a wide variety of industrial and consumer products. VAC is a key ingredient
in resins, intermediates used in paints, adhesives, coatings, textiles packaging, automotive
plastic fuel tanks and many other final products. Detailed information about the product,
including regulatory, health, environmental, and physical hazard information can be, for
instance, found on the web page of Dow Chemical Company [213]. In 1997 Luyben and
Tyreus published details of the industrial process for the production of Vinyl Acetate to make
it available for public/open-source research. This model involves real non-ideal chemical
components, a realistically large process flow sheet and consists of several standard unit
operations that are typical of many chemical plants with the recycle stream and energy
integration. We chose this model for its realism, size (large-scale) and complexity (nonlinear
dynamic model). In addition, the advantage of the VAC model is that it consists of realistic
components. Therefore, one can easily modify and enhance the process model with further
simulation code, e.g., change catalyst decay conditions or add dynamics of the pumps.
There is a large body of literature on the specifics of the individual unit operations and
chemical reactions. The availability of literature on the VAC process specifics allows to
design high-precision targeted attacks.

The model can be simulated in Matlab (see Section C). While Matlab is not an open-
source software [155], it is one of the most popular software environments for engineers and
scientists, and it is more affordable than other commercial dynamic process simulators. Note,
that we adopted vinyl acetate (VAC) abbreviation instead of more commonly used vinyl
acetate monomer (VAM) because of the original naming of this process in the introductory
paper [38].

3.1 Plant Model Description
In the VAC plant model, there are ten basic unit operations, which include a vaporizer,
a catalytic plug flow reactor, a feed-effluent heat exchanger (FEHE), a separator, a gas
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compressor, an absorber, a carbon dioxide CO2 removal system, a gas removal system, a
tank for the liquid recycle stream, and an azeotropic distillation column with a decanter.

The route for vinyl acetate manufacturing used in the process model is the same as
employed in today’s manufacturing and involves seven chemical components. Ethylene
C2H4, oxygen O2, and acetic acid HAc are provided as both fresh and recycled feeds and
are converted into the vinyl acetate with water H2O and carbon dioxide CO2 as byproducts.
The fresh C2H4 stream contains an inert component C2H6. The following reactions take
place in the reactor:

Main reaction: C2H4 +CH3COOH+ 1
2 O2 → CH2=CHOCOCH3 +H2O,

Side reaction: C2H4 +3O2 → 2CO2 +2H2O.

The reactor contains tubes packed with a catalyst. Both reactions are highly exothermic
and require tight control of the reactor cooling. The side reaction of ethylene combustion to
CO2 is highly undesirable as it lowers the conversion and complicates the removal of the
reaction heat. Details of the ethylene combustion kinetics in the synthesis of vinyl acetate
are presented in [97].

The reactor effluent is sent to the separator, where gas and liquid are separated. The
vapor from the separator goes to the compressor and the liquid stream becomes a part of
the feed to the distillation column. The gas from the compressor is recycled back to the
reactor through the absorber and the CO2 removal system. The liquid products, VAC and
water, are withdrawn from the decanter. Figure 3.1 illustrates the process flowsheet with
corresponding control structure.

Figure 3.1: Vinyl Acetate Monomer plantwide process control structure

Detailed process description, including the reaction rate expressions, steady state process
data and the major aspects of each unit operation are covered in [147] and Chapter 10
in [61]. To protect the proprietary information of any specific VAC production facility, the
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kinetic data, process flowsheet information, equipment data and modeling formulation in
the published process came from sources in the open literature, e.g., in [147] and references
therein.

Safety constraints

Two key safety constraints exist in the process. Exceeding either of the safety limits will
shut down the process via interlocks:

• O2 concentration must not exceed 8 mol% anywhere in the gas recycle loop to remain
outside the explosivity envelope of ethylene. More on the limits of oxygen concentration
in gas mixtures can be found in [241].

• The pressure in the gas recycle loop and distillation column must not exceed 965 kPa
(140 psi) because of the mechanical construction limit of the vessels.

Operating constraints

The process constraints must be maintained to ensure efficient production without interrup-
tions for maintenance. They are specified as the following upper and lower bounds for key
process variables:

• The peak reactor temperature along the length of the tube must remain below 200◦C
to prevent mechanical damage to the catalyst, which would require shutdown and
catalyst exchange.

• Liquid levels in the vaporizer, separator, absorber base, distillation column base, and
decanter must operate within the limits of 10−90%.

• Reactor inlet temperature and the hot side exit temperature form the heat exchanger
must remain above 130◦C to avoid condensation of liquid.

• Organic phase in the decanter must contain less than 600 mol/million of acetic acid
to prevent product contamination.

• The VAC composition in the bottoms stream must remain below 100 mol/million to
prevent polymerization and fouling in the reboiler and vaporizer.

The VAC plant model is not accompanied with the operating objective costs function
for process control optimization. Instead, the economic objective is formulated as balancing
trade-offs in maximizing vinyl acetate production and recovery of essential chemicals from
the gas recycle loop to prevent yield losses while minimizing the carbon dioxide production
and energy consumption.

3.1.1 Control Model
Luyben and Tyreus did not suggest any process control scheme. Instead, they proposed a
set of control requirements and challenged the research community to come up with their
own control approaches. The examples of developed control strategies include [148, 61, 197,
168]. The majority of the control design implementations were kept proprietary due to high
modeling costs.

The process model includes 246 states, 26 manipulated variables (valves) denoted as
XMV{1-26}, and 43 process measurements (sensors) denoted as XMEAS {1-43}. Readers
are referred to [38] for a complete description of the process model formulation, assumptions,
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and implementation. The process model used in the white paper utilizes a control scheme
proposed in [148]. Figure 3.1 depicts the location of the control loops. The numbering of the
control loops follows the numbering in Appendix 2 in [38]. Some manipulated variables are
fixed, their control loops are not shown. Appendix B provides a listing of all control loops
and measurements with descriptions. In [148] Luyben et al. specify a number of complexities
and interesting dynamic effects of the VAC process. The process includes control loops with
small and large time constants and exhibit fast and slow dynamics, depending on the change
in the operating conditions. However, in general, the process quickly becomes unstable if
pushed outside of the steady state conditions.

The original process model was executed as C-routines in Matlab, providing no user
interface to process parameters and process control model. We enhanced the model with
a Simulink control model, graphical user interface, and simulation results visualization to
streamline model usage for cyber security research. Appendix C provides further details.

3.2 Attack modeling
The adversary’s goal is to cause tangible impact on the process, either on its safety or on its
economy. At the level of the regulatory or supervisory process control the attacker can either
tamper with the sensor readings or modify the manipulated values issued by the controller
via a data integrity attack (Man-in-the-Middle (MITM), packet injection, replay, etc.) or
deny communication between process and controller via a DoS attack on the communication
network or equipment (flood, starvation, packet drop, packet delay, etc.).

Let Si(t) be a PV or MV sample at time t, where 0 ≤ t ≤ T , and T the duration of
the simulation; time is discrete. The attack interval Ta is arbitrary and is limited by the
simulation run time T . In our setting, we simulate the manipulated signal S′

i during a data
integrity attack as follows:

S′
i(t) =

{
Si(t), for t /∈ Ta

Sa
i (t), for t ∈ Ta,

where Sa
i (t) is the modified PV or MV measurement (attack value).

During a DoS attack on a sensor signal new sensor measurements do not reach the
controller. During a DoS attack on a controller signal new manipulated variables do not
reach an actuator. Translated into the real world scenario, the controller’s input register
assigned to storing the measurements of a particular sensor will not be overwritten by a
fresh value during the next control cycle run as would happen in a normal case. If Xi(t) is
a measurement of sensor i, Yj(t) is a manipulated variable for actuator j and the attack
starts at time ta, we have:

Xa
i (t) = Xi(ta −1) and Y a

j (t) = Yj(ta −1),
where Xa

t is the stale data reading (the last process value received by the controller before
the DoS attack) and Y a

t is stale manipulated variable (the last MV received from the
controller before the DoS attack).

In the context of Process Control Systems DoS attacks are similar to integrity attacks.
The only difference is in how the attack value is brought about: by choosing a DoS approach
the attacker has to attack at a specific time (e.g., when a valve is all the way open or closed).
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To a certain degree, in the context of industrial control systems, DoS attacks
are similar to data integrity attacks with the main difference being that the
adversary cannot directly set the “attack value”. Instead, the adversary can
decide on the timing of an attack, such as its starting time ta, to select an attack
value of interest.

The advantage of the DoS attacks is that they can be used to manipulate the process
even if control traffic is authenticated and the integrity of data packets is protected. This is
because during DoS attacks, malicious actors simply delay or drop data packets instead of
modifying them. Considering the impact of the DoS attacks in the process domain, they
are also called Stale Data attacks, a term which we coined in [126].

3.2.1 Stale Data Attack
Stale data can be caused by both an intentional event (cyber attack) and an unintentional
event (cyber incident). Thus, on 10 January 2019, 21:02 CET, the Continental Europe
Power System which stretches across 26 countries registered for nine seconds the largest
absolute frequency deviation since 2006. Among the main causes of the incident was
a failure of a communication line, which resulted in stale data being used for various
calculations [214]. Figure 3.2 show the difference between real import/export (yellow curve)
and wrong measurement (green line) values caused an “unreal additional power flow” from
one control area (Germany) to another (Austria). Since measured values are only transmitted
if there is a change from the previous value, the fact of missing measurement updates was
not immediately obvious.

Upon incident investigation, it became apparent that the current monitoring tools and
alarm systems are not adequate for detecting a kind of error like stale data. Therefore, all
relevant stakeholders were recommended to check the existing definition and implementation
of fail-safe measurement and telecommunication standards, for all interconnector values used
by Load Frequency Controller (LFC) across Continental Europe (CE). Also, it was decided
to define and implement control system functionality standards to detect “frozen/stale” LFC
values across CE.

Figure 3.2: Frequency deviation due to “frozen” measurement [214]
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A stale data attack can be an effective approach in cases when the scaling or units of
data are unknown, e.g., as shown in Figure 3.3. After accessing the target environment, an
attacker neither knows the sensitivity of the process to the random manipulations nor the
maximum possible process variable range which keeps the process stable. This means that
the attacker might be uncertain about which attack value to choose for a data integrity
attack. Instead, the attacker may implement an algorithm that would allow her to launch
a DoS attack at the time of the observing the highest or lowest process value within a
certain time frame [126]. Choosing peak values allows for maximizing the attack impact
and expediting the time to achieve said impact.

Figure 3.3: Data packet with process variables represented in unknown units

The issue of stale data may become especially prominent with the increasing usage of
wireless communications such as 5th generation mobile radio (5G) in plants as shown in
Figure 3.4. Even though 5G technology significantly improves important parameters for
industrial networks such as latency and jitter compared to previous generations of cellular
networks, the attacker may still strategically jam communication links in a temporary
fashion or increase packet delivery latency.

Figure 3.4: Usage of wireless 5G communication in an industrial plant [201]
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It is worth noting that DoS can rarely be achieved instantaneously. Typically it takes
some to achieve a long enough packet delay or ensure no successful packet retransmission.
A large body of literature is dedicated to understanding the best strategies for causing DoS
attacks on various communication protocols [143, 142, 79, 141, 40]. A significant advantage
of DoS attacks is that complete parsers for proprietary protocols are not required to launch
an attack. As a side note, in practical Stale Data attack implementations with the objective
of selecting a specific stale attack value, it might be required to optimize the delay between
the time the desired process value is observed and the time needed to achieve DoS effect.



4. Cyber-Physical Attack Lifecycle

4.1 Introduction

Threat intelligence and adversarial studies constitute an important part of cyber security
defense strategies. Understanding attack strategies and tools allows defenders to proactively
implement effective security controls and monitoring tactics. The attacks on selected
organizations or systems are not executed at random. An attacker goes through a sequence
of steps to successfully infiltrate a network and, e.g., exfiltrate data from it. An “attack
lifecycle” or “kill chain” [101] is a common method to describe the process of conducting cyber
attacks. One of the popular attack models is the attack lifecycle proposed by Mandiant [150].
Figure 4.1 shows the major attack stages, from initial reconnaissance where the attacker
conducts research on a target to the final attack mission. Note that at each stage the
adversaries have specific goals and will use appropriate methods to accomplish their goals.
If one of the attack vectors and/or methods fails and the attack progress is impeded, the
adversary would iterate the stage until success or circle back to a previous stage.

Figure 4.1: Mandiant Attack Lifecycle [150]

The attack steps leading to the final stage of the attack lifecycle “Complete Mission” are
required to obtain persistent control over the victim’s infrastructure. This sequence of steps
is generic and applicable to most organizations and targets. In the final stage, the attackers



4.2 Classes of Cyber-Physical Attacks 53

act upon their motivation and take the required action to achieve their planned mission. The
attack mission can be simple or complex and may consist of additional steps. In information
security, the attacker’s goal may vary from stealing financial assets or exfiltrating sensitive
information like intellectual property to extorting the victim organization or destroying
networking equipment.

In the context of cyber-physical systems, the attacker aims at the interaction with the
physical process to achieve a desired outcome in the physical world. This may include
denial of control loop communication, degradation of equipment performance, or causing
process upsets. When weaponizing a buffer overflow in a software application, the shellcode
is constructed to make the target system perform actions desired by the attacker. Similarly,
cyber-physical payloads must contain a set of instructions that manipulate the process, and
the choice of instructions depends on the specific impact the attacker wants to have on the
process.

Industrial environments are complex and their comprehension requires multidisciplinary
knowledge. In the context of this white paper we consider the control infrastructure and
physical parts of the attack mission and propose a cyber-physical attack lifecycle model.
Similar to the “traditional” IT attack lifecycle, the proposed framework describes the attack
steps necessary to design and execute a cyber-physical attack. We examine the hurdles an
attacker might face when trying to manipulate physical processes, using a realistic simulation
model of a Vinyl Acetate plant as a case study. We demonstrate a complete attack, from
start to end, directed at prolonged/persistent economic damage to a production site while
avoiding the attribution of production loss to a cyber event. Such an attack scenario could
be used, e.g., by a manufacturer aiming at putting competitors out of business or as a
pressing argument in an extortion attack.

4.2 Classes of Cyber-Physical Attacks

Modern industrial plants face multiple challenges such as the delivery of products at consistent
quality and low cost, management of plant dynamics altered by material recycling and energy
integration, strict adherence to environmental and safety regulations, and having a sufficient
degree of flexibility to handle fluctuations such as production rate changes in response to
changing market demand and feed quality. Maintaining these complex requirements is the
responsibility of an efficient and reliable process control infrastructure. Due to a high level
of interdependencies and efficiency requirements, any malicious intervention may result
in significant consequences to plant performance and compliance. This knowledge can be
exploited by the attacker.

The process of designing a cyber-physical attack scenario starts with an attack objective
or a precisely desired impact. In general, the effects of cyber-physical attacks can be classified
into three groups. Admittedly, the classes outlined are interrelated as damage of one kind
may lead to another kind of damage. For example, production can be disrupted through the
breakage of equipment. Runaway reactions can cause serious safety accidents and equipment
breakage. However, the distinction between attack objectives allows for a better judgment
of how different damage types can be maximized and provides guidance for more accurate
risk assessment.
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4.2.1 Equipment damage
This class of attacks aims at physical damage of equipment or infrastructure (e.g., pipes or
valves). Classes of physical damage can be found in [130]. In general, equipment damage
can be achieved under two conditions.

Overstress of equipment. Every piece of equipment wears out or breaks at the end
of its expected lifecycle. Prolonged overstress of equipment can accelerate this process. An
example is wear-off attacks on valves due to unstable process control. This type of attack
was implemented in the second version of the Stuxnet worm [129].

Violation of safety limits. Violation of the equipment’s safe operating/design typically
results in rapid deterioration of the equipment state and its subsequent damage. This
scenario was implemented by engineers at Idaho National Labs to remotely destroy a power
generator [238]. This attack idea was also realized in the first version of Stuxnet [129].
Equipment safety limits are public information and are readily available in books, professional
articles and equipment manuals. For instance, safety limits of piping infrastructures and
related equipment can be found in [135].

4.2.2 Production damage
Instead of breaking equipment, an attacker can target the production process to degrade
the product or make production more expensive. Attacks on production can be divided into
three groups.

Product quality and production rate. The attacker may reduce the value of the
product or make it unusable. Every product has its specification and its market price varies
with the quality grade, car fuel being a familiar example. In certain instances, the price of
a product may rise exponentially with product purity. Table 4.1 presents relative prices
for paracetamol. As can be seen, not achieving the desired product quality can result in
significant revenue losses. The similarly detrimental economic impact can be caused by
reducing the production rate.

Purity Price, Euro/kg
98% 1.0
99% 5.0
100% 8205.0

Table 4.1: Relative paracetamol prices [202]

Operating costs. After the process is configured and tuned, the operator’s primary task
is to keep the process as close as possible to the economically optimal operating conditions.
Every plant has an objective cost function consisting of several components which impact
the operating costs. It may be loss of raw materials in the purge, premature deactivation of
the catalyst, or increased energy usage. Increased operating costs reduce revenue and plant
profitability.

Maintenance efforts. The attacker can impact a production process by increasing
the maintenance workload. Maintenance includes troubleshooting process disturbances and
equipment malfunctions. For example, the rapid operation of a flow valve causes a damaging
cavitation process. Cavitation eventually wears off the valve and leads to leaks, requiring
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valve replacement. Additionally, the bubbling of liquid results in turbulent liquid flows and
substantially complicates process control, requiring the involvement of external specialists.

4.2.3 Compliance violation
Industrial sectors tend to be strongly regulated to ensure employee safety and protect the
environment. Non-compliance can result in fines and bad publicity (unlike economic attacks
whose effect can be kept internal to a company).

Safety. Most damaging would be attacks on occupational and environmental safety as
they may result in lethal accidents and serious environmental damage. This type of attack
may also yield unpredictable collateral damage, resulting in an extended damage scope.

Environmental pollution. A less serious environmental impact is described as
pollution. An attack targeted at exceeding regulatory pollution limits such as concentration
and/or volume of gaseous emissions or insufficiently treated wastewater discharge will
induce fines, and recurrent offenses can even lead to plant shutdown. A negative impact on
reputation may be a further consequence.

Contractual agreements. Some industries may be required to adhere to legally binding
production schedules, vaccine production being one example. Reactions to outbreaks of a
disease often lead to political and public pressure to supply needed pharmaceuticals in a
timely fashion. Missing delivery schedules may cause contractual sanctions and negative
publicity.

Classes of cyber-physical attacks, their categories and predominant impact are summa-
rized in Table 4.2.

Equipment damage Production Damage Compliance violation
Equipment overstress Product quality Safety
Safety limits violation Production rate Pollution

Operating costs Contractual agreements
Maintenance efforts

Downtime Financial Publicity

Table 4.2: Classes of cyber-physical attacks and their major impacts

4.3 Cyber-Physical Attack Lifecycle
The stages of a SCADA attack with a goal to achieve physical impact were first presented
in 2006 by Larsen as shown in Figure 4.2. However, Larsen did not provide descriptions of
attacker activities related to each stage or supplied any other additional information. In the
absence of supporting information, we decided to follow the proposed sequence of attack
stages and used our judgment to identify necessary attacker activities at each of the attack
stages.

Through experimental work and empirical observations, we were able to arrive at a
description of the attack stages and enhanced the initial model to better describe essential
attack steps. Specifically, we added Prevent Response and Obtain Feedback steps as
independent attack sub-stages due to their significance in planning and executing cyber-
physical attacks. Figure 4.3 illustrates the proposed cyber-physical attack lifecycle. Note,
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Figure 4.2: Stages of SCADA attacks [130]

that perfect knowledge about the target is never achieved and the attacker may need to
circle back to previous stages or recursively repeat her exercises at the

The main purpose of the white paper is to introduce the cyber-physical attack
lifecycle and illustrate its applicability in the example of a targeted attack on
a chemical plant with the objective of causing a prolonged negative economic
impact. A developed set of attack payloads can be delivered as a series of
remotely executed commands/scripts or programmed into an autonomous attack
payload.

Figure 4.3: Proposed cyber-physical attack lifecycle

4.3.1 Access
Access is the stage closest resembling traditional intrusion attacks in the IT domain. In
general, the attacker requires code executing capability in the victim’s industrial control
network to manipulate the process and thus has to find a way in. Even though this stage is
largely the same as intruding into any other network, the attacker may utilize knowledge
about the ICS ecosystem to find alternative ways of obtaining access.
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Industrial control systems are increasingly getting connected to corporate networks and
to external organizations like regulatory bodies, vendors and third-party providers, making
them reachable from the Internet. Additionally, in some cases, ICS equipment is directly
connected to the Internet for ease of remote access. Any of these data flows can be a potential
way into a control network or provide direct access to control equipment. Among the latest
known examples of successful execution of the Access stage is the Triton attack where a
suspected state-sponsored threat actor obtained remote access to a Safety Instrumented
System in a petrochemical facility [111]. Figure 4.4 illustrates the lateral movement of the
attacker in the victim environment. The attackers obtained remote access credentials of an
internal employee and took advantage of the Remote Desktop Protocol (RDP) access to the
control system network from the Demilitarized Zone. Further, they leveraged architectural
weaknesses to gain access to the SIS engineering station and attempted to implant a Remote
Access Trojan (RAT) into the memory of an SIS controller.

Figure 4.4: Attack path to safety systems in Triton attack [111]

Although the threat actor behind the Triton attack has shown that compromising
individual industrial facilities is possible given sufficient time and effort, the execution of
such operations does not scale easily. It took the attack team 12 months to obtain access
to the assets needed in the target facility. In March 2018, the U.S. Cybersecurity and
Infrastructure Security Agency (CISA) published an advisory about threat actors conducting
multi-stage intrusion campaigns which used so-called “staging targets” to obtain access to
the intended targets [104]. The staging targets are typically trusted third-party suppliers
and partners with relatively insecure networks that are selected because of their pre-existing
relationships with the intended targets. The threat actors have been using these third-party
networks to host attack tools and eventually pivot into the infrastructures of their intended
critical infrastructure targets. The advisory does not elaborate on whether the attackers
were interested in specific industrial organizations or were acting opportunistically with the
objective of obtaining access to as many industrial organizations as possible. One downside
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of such intrusion campaigns is that initially unintended parties can become opportunistic
targets and collateral victims simply because of being customers or partners of “staging
targets”.

Supply chain attacks in the industrial domain can be traced to at least 2012 with
examples being the complete compromise of SCADA software vendor Telvent [116] and
the distribution of malware that was digitally signed by the whitelisting software vendor
Bit9 [115]. In one of the most successful supply chain campaigns, Havex, the attackers
trojanized legitimate software update installers on at least three ICS vendor web sites [103, 71].
Once installed, Havex attempted to call back to a Command and Control server (C2). When
successful, malware would send back information gathered about the victim environment
and download further attack instruments (see Section 2.4). While Havex appeared to only
conduct reconnaissance activities, its level of access to the control networks would have
allowed an attacker to interact with the physical process and execute cyber-physical attacks
of high precision.

Due to their size, complexity and interdisciplinary nature, many industrial environments
rely on a large number of integrators, engineering contractors and subcontractors throughout
the entire lifecycle of their operational sites. These organizations hold a vast amount of
engineering documentation such as plant designs and network diagrams, calculations and
project files which are indispensable when designing a targeted cyber-physical attack making
these organizations valuable attack targets. In the past threat actors have already conducted
large-scale operations to obtain access to such organizations [35].

Despite growing awareness of cyber security threats and risks to the process control
infrastructures, thousands of ICS assets are being exposed to the Internet without proper
security measures [160, 10] helping attackers to gain access to the control devices and
applications. Researchers routinely conduct industry- and country-focused as well as
worldwide scans to quantify the online exposure of ICS devices and identify exploitable and
weakly protected systems [235, 196, 33, 162]. Among frequently identified issues are poor
configurations, usage of insecure protocols, missing security patches and insufficient level of
access control (e.g., absent or default passwords). The attackers could use public device
search engines, e.g. [152, 32] or develop their own scripts to search and identify ICS devices of
interest. For instance, threat actors may search for PLCs with specific protocol support [136],
exposed control panels or HMIs [99] or complete systems such as wind turbines [215]. Once
the devices of interest are discovered, threat actors can further use open-source intelligence
(OSINT) methods to geolocate devices and identify host organizations.

4.3.2 Discovery
This stage refers to discovering information about the physical process of interest from the
documentation and through traditional network-based reconnaissance activities. In the
context of a production site, the attacker must reconstruct the layout and configuration of
the plant and how it carries out its functions, find process design weaknesses or flaws which
could be taken advantage of and identify the exploitability of the related ICS components.
Below we describe the types of activities at the Discovery stage.

Industrial facilities are usually uniquely customized and even operational sites within the
same industrial organization can be very dissimilar. This does not only relate to the sector-
specific aspects and architecture of the installation but also to the proprietary configuration
and operational methods. Therefore offensive capabilities in the process control domain
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exist in relation to a specific target, which must be scoped by the attacker upfront. Without
detailed knowledge about the victim environment, it is unlikely that an attacker can achieve
more than a nuisance. For instance, simply trying to destroy a process by overheating a
tank will probably only result in exercising the emergency shutdown logic and the pressure
relief valves.

There are several data sources that describe the production process. The attacker
may first study general information on the chemistry, kinetics, and thermodynamics of the
physical processes of interest. This can be done by consulting the open literature as well as
proprietary information of process design companies. Regulatory filings describe the inner
workings of safety or environment-related subsystems. Engineering diagrams may be stored
in cloud-based change management systems. Operator consoles offer a human-readable
overview of process design and operating constraints [104].

Espionage and OSINT. Most data related to industrial processes are proprietary in
nature and are therefore not easily available to a wider audience. This has been realized
by attackers almost two decades ago manifesting in non-stop massive espionage campaigns
against ICS-related research institutions, industrial organizations and suppliers. Early
examples are [9, 157, 42, 179] and lately [104, 184, 34]. The attackers appeared to be
especially interested in design documents, formulas, manufacturing processes and research
materials, engineering diagrams, HMI screens and other related information.

At the same time, with the wider usage of the Internet, more and more information
became available on the web, presenting new challenges for critical infrastructures. Open-
source intelligence, which refers to legal information gathering from public sources, became
a popular method of intelligence collection. Konstantinou et al. [114] showed how public
information can be utilized in order to identify critical regions of the smart grid and which
specific electrical utilities need to be targeted to achieve large-scale power outages. Further,
the authors provided examples of public sources which may reveal the technologies (e.g.,
communication protocols, models of controllers, etc.) employed in the target utilities. While
it remains uncertain how a specific substation was selected to carry out the Industroyer attack
on the Ukrainian power grid, there is a possibility that the affected substation was targeted
because of its detailed network diagram, an HMI screen with the electrical connections
and switchgear locations were publicly available on the web page of its contractor [67].
Additionally, several official videos [225, 51] showed the exact brands and models of the
control and protective equipment used in the substation together with an overview of the
field equipment and the supporting OT infrastructure.

Virus Total [220], an online public service for analyzing files for malicious content,
became a popular resource among organizations and individuals to evaluate suspicious
files. However, in some cases, service users upload sensitive and even confidential files
without understanding that other users can search for and download uploaded files. In 2018
the security company FireEye conducted an analysis of the OT-related files uploaded to
Virus Total and discovered a vast amount of highly-sensitive engineering, contractual and
purchasing documentation [237]. In a similar effort, security company Otorio discovered
thousands of project files (control logic) uploaded to Virus Total [62]. Besides actual
process automation logic, project files may contain network configuration, screen definitions,
hardware and software configurations, and therefore could be of great assistance in developing
targeted attack payloads. To confirm their hypothesis, the researchers created tools for
automated parsing and analysis of project files and illustrated the process of deducing
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tailored damage payloads.
Information gathered through espionage and OSINT efforts can be both target-specific

and broad to support a general learning curve. These activities can be carried out as a
preliminary step that precedes targeting as well as happening in parallel to or after the
Access stage.

Reconnaissance. Similar to intrusion into IT networks, the attacker needs to discover
the target plant from the networking perspective, enumerate important file shares, HMIs,
engineering workstations and control equipment. While many of the reconnaissance objectives
can be achieved with traditional IT reconnaissance means, discovery and enumeration of the
ICS assets require specialized tools which collect relevant asset information such as shown
in Figure 4.5. In the past years researchers published several public repositories with ICS
reconnaissance tools for popular brands of control equipment [58, 211, 199]. Also, threat
actors were observed to design such capabilities for their attack campaigns with an OPC
scanner in the Havex attack and asset discovery modules in the Industroyer and Triton
exploitation frameworks being a few examples.

Figure 4.5: Results from the S7comm asset discovery module from the ICSSPLOIT
toolkit [58]

Process Comprehension. Plants can be highly proprietary. Even if restricted to the
exact same chemical process, different engineers would make different choices when selecting
vendors for pumps and valves. That, in turn, would influence the sizing and placement of
various pipes and holding tanks. That in turn would change the way the plant is controlled,
the design of the control loops and the programming of the controllers.

There exists little documented knowledge with regard to the collection of information
about a target process, its analysis, and inclusion within a targeted attack. “Process com-
prehension” is a term coined in [86] to describe the understanding of system characteristics
and components responsible for the safe delivery of a service (e.g., treatment of water). This
includes all relevant physical and computational attributes. This is the most difficult and
time-consuming activity in the Discovery stage. The inability to obtain vital contextual
information can become a major hurdle for attackers and result in the inability to compile a
final attack payload.

Among the most essential plant design documents are Piping and Instrumentation
Diagrams (P&ID), Flow Diagrams, One-Line Diagrams which often contain information
on safety interlocks, Cause & Effect Diagrams, Cable Schedule Diagrams, Project Intercon-
nection Diagrams and others. Instrument I/O Lists contain the listing of instruments with
vital information such as the type of instruments and their location in the process, range of
set points, instrument tags and loop numbers, service descriptions, etc.

In the past such documentation was stored in form of standalone files on data servers,
in change management systems and in the engineers’ personal computers. The attacker
would need to compromise and search multiple hosts to collect the necessary information.
In response to the growing complexity of control and field instrumentation, demand for
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Instrument Datasheet  PRESSURE TRANSMITTER 

1 Tag No. 01-PT-510 Manufacturer: Yokogawa 

2 Loop Service Reactor01-R-510 ModelNo: EJA110A 

3 P&ID No: Line Number 01-220-004 01-P007-80-B1   

4 Area Classification Zone 1, GrIIC, T3   

5 Ingress Protection IP 57   

6 PROCESS CONDITIONS 

7 Fluid State HC Vapour Process Design Conditions 

8 Pressure Normal Max 1450 Kpag 1650 Kpag Design Pressure Min/Max - - 

9 Temperature Normal Max 100 C 149 C Design Temperature Min/Max - - 

10 TRANSMITTER 

11 Instrument Range LRV / URV / Units -0.5 14 MPa Output Signal Type 4-20 mA 

12 Callibration Range LRV / URV / Units 0 1700 KPag Protocol/Version HART 

13 Accuracy   +/- 0.75% of span   Burnout  Downscale 

14 Elevation Supression - - Installation Style Horizontal Impulse 

15 LP Proc. Conn. HP Proc. Conn. 1/4'' NPT-F(Vent to Atm) 1/4'' NPT-F Mounting Via Manifold 

16 Conduit Connection Power Supply 2xM20 Female Nominal 24VDC IS Other See Note 6 

17 Housing Paint Low Copper Cast Alu Epoxy Resin Coating Tag Plate SS304 Permanent 

18         

19 ELEMENT 

20 Element Type Element Material DP Capsule SUS316L Temperature Limits Min/Max -40 C - 

21 Measurement (Gauge / Abs / Vac etc) Gauge Pressure Limits Min/Max - - 

22 Body Material Body Rating SCS14A 16 Mpa   

23 Bolts Seals SUS630 Teflon Coated SUS316   

25 Fill Fluid Silicone Oil   
 

Figure 4.6: Instrumentation and Control System engineering software [13]

operational efficiency and digitalization trends, ICS vendors introduced dedicated applica-
tions for centralized management of process engineering efforts and documentation storage.
Figure 4.6 shows a user interface for a pressure transmitter in an Instrumentation and
Control Systems Engineering application from Aveva. The consolidated data include instru-
ment service (Reactor control loop), tag number in the control logic, process conditions in
which it is intended to be operated, instrument calibration and range, vendor and model,
associated equipment and instrument tag on the P&ID diagram and even a user name of
the maintenance personnel who has permissions to modify the instrument configuration. An
example described in [86] illustrates non-trivial challenges faced by the attacker in achieving
the level of process comprehension needed for achieving tailored physical impact by means
of the network- and host-based MITM attacks. Access to engineering applications that
concentrate large volumes of data on the process infrastructure would significantly reduce
attacker efforts in locating and collating the information required for process comprehension.

4.3.3 Control
Some information about the process can be studied statically, but other information can
only be determined empirically via dynamic testing. No engineering diagram is detailed
enough to accurately predict the travel time of a shock wave down a pipe to the accuracy
needed to, e.g., set up a resonance wave to cause a water hammer effect (see Figure 2.24).
Hence such data must be extracted from the live process. The control stage studies what
actuators of interest do and the side effects of their manipulation.

In dynamic systems such as cyber-physical systems, the values of process variables
change with time according to the laws of physics. The transitioning of a process from
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one state to another is in most cases not instantaneous and adheres to the well-known fact
that “things take time”. In the control stage, the attacker tries to discover the dynamic
behavior of the process which can be described in the form of a simple differential equation
dy/dt = f(y,u), where u is an independent variable and y is the dependent variable which
are related by cause-and-effect relationships.

Most physical processes are inherently non-linear systems system in which the changes
in the output are not proportional to the change of the inputs. Depending on the conditions,
changes in process variables over time may be unpredictable and counterintuitive to a
non-expert observer as can be seen in Figure 4.7. This is why making a process misbehave
in a predictable way can be a non-trivial task.

Figure 4.7: Nonlinear response of a control loop

In general, even with a comprehensive knowledge of the exact plant configuration,
it is not always possible to correctly determine whether a certain process response
is related to a fundamental property of the plant or is a result of a specific attack
parameter choice.

An attacker facing an unknown process is challenged by a lack of knowledge about the
tuning and responses of control loops. Ultimately, the attacker may apply trial-and-error
process probing, where errors should not trigger alarms as they may attract the operator’s
attention. To date, there are no well-established solutions to the problem of how to probe
a given control loop with unknown responses without raising alarms. A rare exception is
a work by Winnicki et al. [233] which offers a general approach to stealthy control loop
testing. Note that simply knowing operational and safety thresholds is not sufficient as
the non-linear responses of control loops can trigger alarms when not expected. Therefore,
understanding basic factors that influence the dynamic effects of process behavior as shown
in Figure 4.8 is fundamental to process control analysis. Obtaining such information is part
of the process comprehension process at the Discovery stage.

Many safety accidents have previously happened because of the late identification of
critical process degradation and/or wrong operator response. Human operators react to
alarms. One of the key elements of alarm activation configuration is the time needed for
the operator to respond to an alarm (Figure 4.9). Once the alarm is acknowledged by the
operator, the clock is started. The operator has a predetermined time window to understand
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Figure 4.8: Parameters which influence control loop response

the alarm and select the course of action. Malicious process manipulation may invalidate the
assumptions about the time needed for the operator to correctly identify corrective actions.
Discovery of alarm activation and operator response timing parameters is part of the control
stage. In those situation when the damage happens before operator may complete corrective
action, the attacker does not need to spoof process.

Attack objectives may require the attacker to push a process beyond its normal operating
conditions. Testing the performance of the control loop in abnormal conditions is essential
for attack success. Every controller is configured, tuned and tested to perform within certain
operational conditions and range of input signals, and may not be effective in different
operating conditions. For instance, the dynamic behavior of a process in a temperature

Figure 4.9: Calculation of the response time for the operator, based on [165]
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range from 140 to 150◦C may be different from when it is further heated to 160◦C. If the
control algorithm had never been tested for its performance in atypical temperature ranges,
its control commands may result in erratic and even out-of-control process behavior.

Control loop coupling is another challenge that adds uncertainty to interpreting the
process response. For two control loops to operate successfully in tandem each loop must
“know” what the other is doing. Otherwise trying to achieve their respective objectives the
two control loops may act against the interest of the other. This phenomenon is known as
loop interaction. Some control loop interactions occur naturally as a result of their physical
and chemical makeup. Some loop interactions may arise as a consequence of process design.
Typical examples are heat integration and recycle streams which create the potential for
disturbance propagation and the alteration of dynamic system behavior.

In continuous processes even distant parts of a process may be connected together in
physical relationships. Increasing the temperature in a reactor may distort the chemical
reaction. Improperly reacted chemicals will propagate downstream in form of imbalanced
flow composition and cause irregularities in the refining section of a plant. The attacker thus
needs to develop knowledge of all side effects of process manipulation as well as understand
the extent of process upset propagation. In essence, the attacker needs to “reverse engineer”
the physics of the plant and determine a model of its dynamic behavior. Given the size
and complexity of industrial plants, manual acquisition and systematization of the dynamic
process behavior can be prohibitively arduous. A semi-automated method for identification,
cataloging and visualization of process dynamics by capturing sensor readings on-the-fly is
proposed in [233]. Figure 4.10 shows a proposed visualization of the plant-wide response
to a crafted impulse in the example of the Tennessee Eastman process. The purpose-built
algorithm extracts behavioral patterns from sensor measurements with the help of lightweight
data approximation procedures paired with estimation methods.

The ability to control the actuators does not guarantee the ability to achieve
control over the process. Adjusting one part of the process for malicious purposes
may aggravate the process state in other parts of the plant.

For instance, it may be possible to turn off a pump, but as a side effect the pressure would
build up quickly in an upstream pipe rendering the process inoperable. Additionally, an
action taken in one logical layer of the cyber-physical system model might be prevented by
a system design in another layer. Instructing a pump to run while the flow is off with a
network packet in the cyber layer may be prevented by a hardware interlock in the physical
layer. Note that such physical protections are not always specified on the engineering
diagrams. The control stage also involves the study of timings. For instance, if the damage
occurs in seconds, a safety shutdown minutes later will not stop the attacker.

The control stage is completed when the attacker identifies at least a minimum set of
controls that can be applied in the Damage stage to obtain attack objectives. Note that
successful control over the process will not necessarily result in the attacker’s ability to
cause the desired damage. This will be further discussed in the next section.

4.3.4 Damage
Once the attacker understands the process and how to control it, she needs to decide on
the specifics of achieving her attack goals. It often requires the input of subject matter
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Figure 4.10: Visualization of the plant-wide process response to a manipulation of the
valve [233]

experts to assess the full range of possibilities. However, physical damage scenarios may not
come easily even to a process engineer’s mind. Engineers asked to attack a process tend
to come up with what is known as “salty cookie” scenarios. A group of engineers asked to
attack a cookie factory all hit on variations of putting too much salt in the cookies so they
would become unpalatable. However, in a real-world situation, the actual damage to the
food factory was caused by the simultaneous presence of too much product in the pipes
and a failed emergency flushing system. As a result, the pipes got clogged and had to be
physically replaced after both water pressure and chemical means of clearing them failed.

Accident data can be a good starting point when brainstorming ideas for causing damage.
If a particular type of process has gone wrong in the past by accident, it stands to reason
that an attacker may be able to make the process fail in a similar way by design. There is
a number of freely available such as [190], commercial or membership-based such as [37]
incident databases with detailed investigation information.

Some of the damage scenarios are straightforward such as operating rotating equipment at
its natural frequency at which a mechanical resonance and equipment vibrations may occur.
Vibrations significantly reduce the expected equipment life span and lead to equipment
breakage. The skip frequency parameters in the Variable Frequency Drives are used to set
up a frequency band through which the drive output may pass, but never continuously
operate in it to protect equipment from harmful operating conditions. Many VFDs allow a
remote user to both read and modify the skip bands without authentication (Figure 4.11).
The attacker strategy for causing vibration damage is quite simple: read the skip band
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information from the VFD, modify the skip band value to a new range, and set the output
frequency of the drive to the center of the previously-observed skip band, i.e., to the
dangerous natural vibration frequency. Many VFDs allow this complete set of changes to
be made while the equipment is still running. 

 

Code Name Logic address Access Type  

TDC1 IDC injection time 16#28A2 = 10402 R/W UINT(Unsigned16) 

JOG Jog assignment 16#2B66 = 11110 R/WS WORD (Enumeration) 

JGF Jog frequency 16#2B67 = 11111 R/W UINT(Unsigned16) 

PS2 2 preset speeds 16#2C89 = 11401 R/WS WORD (Enumeration) 

PS4 4 preset speeds 16#2C8A = 11402 R/WS WORD (Enumeration) 

PS8 8 preset speeds 16#2C8B = 11403 R/WS WORD (Enumeration) 

SP2 Preset speed 2 16#2C92 = 11410 R/W UINT(Unsigned16) 

SP3 Preset speed 3 16#2C93 = 11411 R/W UINT(Unsigned16) 

SP4 Preset speed 4  16#2C94 = 11412 R/W UINT(Unsigned16) 

SP5 Preset speed 5 16#2C95 = 11413 R/W UINT(Unsigned16) 

JPF Skip frequency 16#2C25 = 11301 R/W UINT(Unsigned16) 

PIF PID: PI function feedback assignment 16#2E7D = 11901 R/WS WORD (Enumeration) 

TLS Time limited speed (LSP) 16#2DB5 = 11701 R/W UINT(Unsigned16) 

FBS PID Feedback scale factor 16#2E7F = 11903 R/W UINT(Unsigned16) 
 

Figure 4.11: Tunable parameters of a VFD [20]

It is important to note that cyber-physical exploitation is not necessarily achieved by
delivering bits of malicious exploit over electronic media. Consider an electrical analog
motor. Is it not “hackable” in the traditional way as it does not have a programmable
element in it. However, engineers use Digital Maintenance and Test Equipment (M&TE)
for motor configuration, calibration and diagnostics. M&TE includes firmware, which is
potentially exploitable. Thus, it may be possible to place malicious code on the M&TE
used when conducting a motor test. This code could be created so as to report a bad motor
as being good and/or a good motor as being bad [218]. As a result, a facility may incur
replacement costs before the end of the useful life of a motor, or downtime costs from an
unhealthy motor failing during operation.

Not all potential damage scenarios and their successful realization will result in an
effective attack. Consider a water treatment plant [154]. The process begins with the inflow
of raw water to be treated through an inlet pipe. Firstly, the water is treated with chemical
disinfectants such as chlorine, sodium hypochlorite and others to eliminate pathogens such
as bacteria and viruses. In the next step, the water is filtered with ultrafiltration (UF)
membrane filters to eliminate unwanted inclusions. Filtered water is de-chlorinated using
ultraviolet (UV) lamps and then fed into a Reverse Osmosis (RO) system for final filtering.
The filtered water from the RO unit is supplied to consumers and the reject water is stored
in the UF backwash tank. A backwash process cleans the membranes in UF at preset times
or conditions.

We assume that the attacker’s goal is to damage the UF filter which would result in
an extended water supply interruption and monetary loss due to filter replacement. Filter
membranes are sensitive to several hazards such as grease or overpressure. This information
can be found in the UF filter operating or service manuals, e.g., [92, 91]. While increasing
the number of grease particles in the water via a remote cyber attack can be difficult
or impossible to achieve, creating overpressure conditions appears to be a more realistic
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scenario. The attacker can turn to the engineering documentation of a water plant to work
out an attack that causes overpressure. For instance, it can be discovered from a P&ID
diagram such as found in [181] and highlighted in Figure 4.12 that there are two water
inflows in the filter section: treated water flow and backwash flow. It is logically understood
that these are mutually exclusive flows that should never be allowed to flow at the same
time. However, the attacker may find a way to overcome the restraining interlock and make
two flows run through the filter simultaneously, causing high pressure inside of the filter.

Figure 4.12: P&ID of the ultrafiltration section of a water treatment plant [181]

To practically implement this potential attack scenario the attacker needs to analyze the
PLC code. There are three conditions that can trigger the backwash process, each guided by
a state machine in a PLC: a preset timer (every 30 minutes), UF filter differential pressure
(DP) ≥ 40 kPa or plant shutdown. In collaboration with the iTRUST research center [180]
we implemented an attack based on a preset timer and enabled the concurrent flow of both
streams through the filter. The result of our experiment is shown in Figure 4.13.

Figure 4.13: Differential pressure on a membrane in UF water filter



68 Chapter 4. Cyber-Physical Attack Lifecycle

The normal average UF filter DP is ≈ 12−13 kPa. The maximum differential pressure
we were able to achieve was ≈ 98 kPa (1 bar). According to the filter documentation,
this pressure is not enough to damage filter membranes. This example illustrates that
the successful implementation of a potentially viable attack will not necessarily cause the
damage intended. In such a situation the attacker has two options. The attacker may return
to the Control stage and examine whether the flow properties (e.g., velocity) of both or any
of the two flows can be modified to achieve the desired pressure in the filter. Alternatively,
the attacker may return to the Discovery stage and work out new potential scenarios to
disrupt the water treatment process.

An attacker is not restricted to a single scenario and different attacks are not mutually
exclusive. It may be possible to attack one part of the process and then later attack another
part based on the success of the first. An attacker may never have full knowledge of the
process and the environment. It may also be impossible for the attacker to fully test her
code before deploying it. Chaining together multiple attacks into a single payload maximizes
the chance that one of them will have the desired effect.

Note that while we adhered to the usage of “damage” throughout the chapter, it
would be useful to distinguish between “damage” and “degradation” attack
strategies. Degradation is easier to achieve and therefore such attack scenarios
pose a higher risk.

Prevent Response
The main task of the control system ecosystem is to keep the process state as close to its set
points as possible. The attacker will inevitably move the process away from its optimum,
“provoking” compensating reactions.

During the attack, the control system and the attacker compete for control over
the process. Therefore, the attacker may require to obstruct the control system
from “performing its duties”.

In this attack stage it is important to remember that the control loop is not a single
control loop but rather a hierarchical structure of control loops as shown in Figure 4.14. The
control ecosystem includes the control logic, process operators and all other applications
which contribute to control decisions, e.g., advanced process control or equipment monitoring
applications. The attacker may need to hide attack artifacts across all control loops to be
successful. For instance, it may be sufficient to keep the process operator’s attention away
to prevent a timely response. However, process optimization applications may automatically
act on suboptimal operational process data and, e.g., calculate new process set points or
adjustments to relevant valve positions to balance out process inefficiency.

Approaches to preventing a control (eco)system response include but are not limited
to techniques such as “record-and-playback” [129], spoofing sensor signal inside smart
sensors [125], poisoning of Historians with pre-calculated data, various methods of alarm
suppression such as alarm hiding, relaxation, shelving and others [230], avoidance of alarm
activation and disruption of feedback and control communication channels. An attacker
may have to use different strategies across different hierarchical control loops.

Process state and alarm information propagate not only vertically but also horizontally,
affecting process variables both upstream and downstream. To identify the extent and
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Figure 4.14: Hierarchical architecture of control loops

duration of process upset propagation, the attacker needs to see the process status and
alarms for the related process unit(s) or even the entire plant. Good places to access such
information could be historian applications. They are also often mirrored in near real-time
to the corporate network so that they can be queried by various regulatory processes.

Note that in the experiment with the UF filter described above, the maximum
differential pressure was achieved in 8 sec. If the high pressure damages mem-
branes instantaneously, such an attack may not even need concealment measures
as the operators would have very little time to acknowledge, react and prevent
the accident. However, if damaging the filter takes some time, the operators
may intervene and the attack may fail. Therefore, timing parameters of the
physical process (Figure 2.23), operator response (Figure 4.9) and data flow
aggregation (Figure 2.18) need to be taken into consideration when designing a
cyber-physical attack.

Obtain Feedback
There may be several competing attack designs with varying degrees of execution reliability.
Therefore, the attacker may want to develop some kind of measure or metric to choose
between them.

To monitor and manage attack execution as well as measure attack success (or
failure), the attacker needs to establish a feedback loop to observe the process
under attack. This need is directly correlated to the core principle of process
control that the process needs to be observable to be controllable (manageable).

This principle is also similar to the utilization of a Command & Control communication
channel in attacks on IT/enterprise infrastructures. Depending on the attack scenario and
scope of access obtained, the attacker may need to obtain a feedback loop between the
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placed exploit and the process itself and/or coordinate attack activities between several
implants. In this case process physics will be utilized as a communication channel. For
instance, observation of state A in component B needs to trigger payloads X, Y , Z. This
could be seen as a C2 mechanism for embedded implants based on process state detection.
Figure 4.15 demonstrates the process change detection using CUSUM algorithm.
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Figure 4.15: Detection of the plant state change

In the event of remote access to the target facility, the attackers may use familiar C2
capabilities to relay feedback information into their infrastructure on the Internet and to
monitor and adjust attack execution in near real-time. Previously, threat actors showed the
capability to obtain persistent remote access to SCADA servers [41] and safety systems [111].
A possibility to establish a covert C2 channel utilizing unused PLC memory in a distributed
ICS/SCADA architectures has been shown in the research literature [117]. Figure 4.16
shows an architecture of a multi-stage C2-based feedback loop.

Figure 4.16: Architecture of C2 and feedback channels in cyber-physical attack lifecycle

The target plant may not have been designed in an “attacker-friendly” way and may not
measure the values needed to monitor attack performance. As a result, the attacker may
face the challenge of lacking sensors or other measuring instruments needed to monitor her
attack. Additionally, process information may spread across disparate subsystems forcing
the attacker to invade a greater number of devices. Generally speaking, there are two types
of measurements available to the attacker:
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• “Technician” measurement is a qualitative measure, e.g., whether some process value
is decreasing or increasing. A so-called “sensor proxy” can be used to measure an
aspect of the process where direct measurement is not possible. For instance, pressure
(proxy measurement) in some cases can be used to infer temperature (measurement of
interest). Similarly, the temperature in some cases can be used to estimate flow.

• “Engineering” measurement is a quantitative measure, e.g., by how much some process
value is decreasing or increasing. When exploiting a process, attack scenarios requiring
an engineering answer are harder to implement as they often rely on data unique to
the plant and its current operating mode.

In the case when observation of the process state is not achievable via available mea-
surements, the attacker may use alternative techniques which include but are not limited
to the usage of proxy sensors (see Section 4.5.4), detection of process state as shown in
Figure 4.15, reading the status of the state machine in the PLC code (mentioned above),
building a process model, estimations and engineering calculations (see Section 4.5.4).

Figure 4.17 illustrates the execution of an implosion attack on a metal barrel. There is no
“roundness” sensor to directly measure the success or failure of the attack, requiring finding
alternative ways to monitor what is happening with the barrel. In this case a pressure
sensor is used to detect the engagement of a vacuum breaker which opens an air vent and
allows air into the system. Figure 4.17 shows how pressure starts to raise upon vacuum
breaker engagement, signaling the unsuccessful outcome of the attack.

Figure 4.17: Indicator of an unsuccessful implosion attack [131]

4.3.5 Cleanup
In traditional IT attacks the goal is often to remain undetected. In most process control
scenarios, this is not an option. If a piece of equipment is damaged or if a plant suddenly
becomes less profitable, a team of experts will be dispatched to investigate. A cyber-
physical attack changes things in the real world that cannot be obscured by, e.g., erasing or
modifying log files.The cleanup phase is about creating a forensic footprint for investigators
by manipulating the process, historical data and logs such that the investigation draws
wrong conclusions. The goal is to get the attack blamed on operator error or equipment
failure instead of a cyber event.



72 Chapter 4. Cyber-Physical Attack Lifecycle

An example of a cleanup phase would be to show the operator a process out-of-control,
making her take appropriate actions. When investigators ask the operator if she manually
manipulated the process when it malfunctioned, she would answer in the affirmative. If
malicious plant upsets are regularly timed so that they fall in a particular employee’s shift,
one might end up investigating the employee rather than the process.

The human operator is one of the key elements in monitoring industrial processes. Having
a human operator in the control loop (Figure 4.18) turns the process control system from a
pure cyber-physical system into a socio-technical system (STS). To take advantage of the
operator’s “vulnerabilities” the attacker needs to understand the specifics of the operator’s
job and act according to identified weaknesses in the operator’s attention, judgment process
or standard procedures he has to follow (see also Section 2.3.1 and 4.3.3).

Figure 4.18: Socio-technical system

The investigator may be persuaded that a change is environmental in nature if attack
patterns are timed to rainy or hot days. Replaced equipment is another good candidate
for assigning blame. Most chemical plants are harsh environments and components fail
regularly. If an attacker either intentionally makes a controller inoperable or waits for a
component to fail naturally before beginning with her cyber-physical attack, the investigator
may believe that process issues result from the suboptimal tuning of a new component
instead of a cyber attack. The list of potential events that can be used as a decoy for an
attack includes but is not limited to:

• Change in operating conditions: change of set point, change of raw material supplier,
new equipment, etc.,

• Maintenance work – scheduled or unscheduled,
• Specific events: change in weather conditions, a particular operator on duty, etc.

An attacker may also hinder an immediate root-cause analysis of a malicious process
upset by causing a so-called alarm flood [185]. An alarm flood is an event of too many
alarms being raised in a short period of time, making recognition of the causal alarms
difficult or impossible. Similarly, the attacker may intentionally bring about more critical
alarms requiring immediate operator attention and with that taking their focus away from
the ongoing attack.
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4.4 Targeted Attack for Production Damage
We consider an attack scenario of a negative impact on plant economics over an extended
period (“economic damage”). Figure 4.19 illustrates various cost elements in relationship to
process efficiency. As can be seen, even insignificant deviations from the optimal operating
conditions may impact plant profitability. Therefore even low-precision, non-strategic
attacks can have an unwanted effect on plant operations. This is the advantage of economic
attacks over high-precision physical damage attacks. Additionally, due to large factors
which influence local process imbalances and overall plant profitability, it is much harder to
identify root-cause of economic attacks.

Figure 4.19: Relationship between process performance and plant profit [127]

At the outset of attack planning, the attacker needs to consider key factors which
influence attack design decisions.

One way to influence plant profitability is to make a process inefficient by inducing
process disturbances and/or provoking control loops instabilities to increase maintenance
efforts. However, creating loop instabilities can be a risky option as in the case of unskillful
manipulations, the process can become completely uncontrollable and result in plant
shutdown. Plant shutdown is risky for the attacker as it may instigate an investigation.
For this reason, an attacker would want to remain in control of the process and to adjust
disruptive actions over time.

To persist with her malicious objective, the attacker would want to attract as little
attention from process operators as possible, e.g., by suppressing alarm activation on the
operators’ screens. However, alarm suppression adds complexity (and cost) to attack design.
Out of this consideration we decided to manipulate the process without triggering alarms to
save efforts on alarm suppression or process measurements spoofing. Another condition of
persistence is avoiding attribution of the prolonged process misbehavior to malicious causes.
This can be achieved by, e.g., timing the attacks to specific events in order to misdirect
operators’ suspicion as discussed in the previous section.
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4.4.1 Preliminary Analysis of VAC Process
To illustrate the applicability the of cyber-physical attack lifecycle, we use the Vinyl Acetate
Monomer process introduced in Chapter 3. Its plant model is sufficiently complex and
includes known realistic components. This allows us to investigate the attack execution
process close to the real-world conditions. Economic damage to a plant can be achieved in
several ways. To narrow down the most effective attack scenario the attacker can first take
a bird’s-eye view on the plant structure. The VAC plant can be roughly divided into three
parts: reaction, refinement and finished product output as shown in Figure 4.20.

Figure 4.20: Simplified scheme of the VAC plant

Distilled products represent the most valuable commodities leaving a refinery or chemical
plant. Therefore maximum economic damage could be achieved by destroying the pipe
that carries the organic product into the storage vessels. This attack is certainly effective,
but due to clear physical evidence of its consequences it will also be noticed and fixed
quickly. For a prolonged damaging effect the attacker needs less conspicuous scenarios.The
refinement section is responsible for VAC distillation to ensure a final product meeting rigid
specifications. The refinement process consists of multiple units so the attacker has many
opportunities to tamper with the process, but the operator also has many opportunities to
notice changes and take compensating actions. Moreover, the operator may send an impure
product for an extra cycle of refinement. In contrast, upsetting the reaction process in the
reaction unit reliably yields reduced production of a useful product. This is why we focus
attack efforts on the reactor unit.

Most factors influencing the reaction process fall under the following three categories:
• Catalyst deactivation caused by high temperatures and other factors,
• Reduction of reaction rate due to wrong ratio and/or preconditioning of the chemical

components,
• Reduction of the primary reaction due to wrong material and energy balance.
While the catalyst deactivation attack vector could potentially offer the most reliable
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reduction of production rate and the largest potential for a negative economic impact,
we were not able to realize this scenario in our simulations. Further details are given in
Section 4.6. Therefore we were left with two scenarios for reducing the reaction rate. Both
scenarios naturally occur as a result of manipulating actuators in the refinement session
and bringing the process out of the optimal production conditions.

4.5 Achieving Attack Objectives
After deciding on a general approach to achieving the attack goal, the attacker proceeds
with designing a detailed attack plan. Following the stages described in Section 4.3, the
attacker develops a set of attack instances which can be scripted into individual payloads to
form an overall attack framework/tooolkit or included in a single final payload.

4.5.1 Access
When working with a model, it is easy to look at a process environment as static and
isolated. When considering an attack on a VAC process somewhere in the world, one must
remember that this is a real facility with real-world needs. As any other production facility,
a VAC plant would rely on dedicated teams of subcontracting workers, engineers, consultants
vendor- and third-party service providers to support plant operation, maintenance and
troubleshooting all year around. Additionally, a large number of data needs to be exchanged
between corporate and third parties networks for predictions, equipment maintenance and
hardware, software and security updates. An attacker can take advantage of any of the
above mentioned interactions to obtain access to the plant, specifically to the reactor unit.

4.5.2 Discovery
The chemical approach to VAC manufacturing is not a trade secret. There is a wealth of
information on the process itself and how it is typically implemented in a factory. We assume
that the attacker has already obtained knowledge about the process such as presented in
Section 3.1. Since we are working with the process model which does not include networking
components, the discovery activities are directed at the process itself. Specifically, we
concentrate on discovering measurements and actuators available to the attacker at the
reactor unit as well as on a high-level understanding of the inner workings and configuration
of the target plant.

Six sensors, XMEAS{1-6} and one flow composition analyzer are available to the
attacker at the reactor unit, vaporizer{P;L;T}, heater exit{T}, reactor exit{T;F}, and molar
concentrations of the seven chemical elements in the reactor feed stream from the analyzer,
XMEAS{37-43}. Specifically, the O2 concentration is used to monitor the hazardous
conditions related to the explosivity of ethylene in the presence of oxygen.

There are seven degrees of freedom XMV{1-7} available for control in the reactor unit,
three reactants fresh feeds {O2;C2H4;HAc}, two valves to control vaporize{heater; vapor
exit}, reactor preheater valve, and steam drum valve to control the reactor temperature.
The location of the valves in the reactor unit is shown in Figure 4.21. All valves except
XMV(3) control effects within the reactor unit itself. However, part of the acetic acid inflow
controlled by XMV(3) is also sent into the vaporizer (reactor unit) and into the absorber
(refinement section). Also, acetic acid comes from a supply tank. It means any attack on
this feed will be buffered by the acetic acid holdup in the tank. Additionally, we discovered
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a disparity between process documentation and its software implementation. Specifically,
inflow of ethylene XMV(2) is used to control the pressure in the absorber and not the
pressure in the gas recycle loop. Thus any manipulation of this control loop will have effects
on both the reactor and refinement sections. For the attacker this poses an additional
requirement to closely monitor process state in the refinement section when manipulating
XMV(2).

Figure 4.21: Location of control valves in the reactor unit of the VAC plant

A sensor measuring a process variable important for safety or operating constraints
will have an alarm or interlock set at certain operating ranges. A quick search of chemical
engineering journals turns up information on such constraints and specifics of the VAC
process (see Section 3.1). Exact numeric limits can be discovered in operator screens,
controller logic, one-line diagrams, etc. The basic plumbing of the process can be understood
from its flow diagram (Figure 3.1). In a real world scenario, this information would have to
be gathered from configuration files and other sources as described in Section 4.3.2.

4.5.3 Control
At the control stage the attacker explores dynamic process behavior by triggering system
responses. Typically, digital controllers are designed based on process models and with very
few exceptions the designs begin with the specification of some desired closed loop proper-
ties. Collecting such information in advance at the Discovery stage may improve attacker
understanding of the observed process reactions and accuracy of system identification.

Figure 4.22 illustrates VAC process response to an attack on the heater exchange and
the propagation of the resulting disturbance across the plant. Even though the overall
plant-wide process response can be considered as consistent, the responses of individual
control loops are very dissimilar. Some of the simulation results of the VAC plant to setpoint
changes are described in [148]. It was specifically mentioned that some dynamic behaviors
of this process are not intuitively obvious. As discussed in Section 4.3.3, this is due to the
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Figure 4.22: Illustration of process response across the entire plant in VAC process

unique hardware plant setup, configuration of each control loop and control loop coupling.
While the attacker may apply many different attack patterns, in this work we consider

the two following attacks:
• Steady state attacks (SSA) – step-like attacks which bring the process into the

new state and leave it there (Figure 4.23a). This attack is similar to a setpoint change.
• Periodic attacks (PA) – recurring attacks interleaved with natural process recovery

phases (Figure 4.23b). This attack is similar to causing a short disturbance.
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Figure 4.23: Types of attacks on process behavior (red line denotes steady state value)

A large part of the control phase is concerned with mapping out the dependencies between
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each actuator and all of the downstream measurements. Mapping of the dependencies can
be done through detailed modeling of the process (resource and time consuming) or observed
on the live process. One possible approach is to make small changes to the process and note
process response as it propagates through the various sensors. Whilst working with a model
one can safely apply any input to the process and observe process response, including alarm
generation and propagation. When working with the actual process, the attacker would
need to make minor changes and then extrapolate how large a change was necessary to
cause an unwanted result while avoiding alarm activation.

We applied the following strategy to discovering dynamic process behavior. We first
identified the steady state MV values. We than increased or decreased MV by approximately
1% for 30 sec and observed the process response measured by sensors. Depending on the
response we increased the magnitude and duration of the manipulation and monitored the
process variables for reaching operational or safety constraints.

Steady state attacks. Not all actuators are suitable for carrying out steady state
attacks. Manipulation of XMV{4;5} moves the process to its operational or safety constraints
within a short time (from minutes to few hours) even if adjusted only slightly.

Periodic attacks. This attack scenario can be seen as pulse-width modulation of a
steady state attack in which pulse amplitude represents attack value (position of the valve),
pulse width stands for attack duration and inter-pulse distance is process recovery time.
Examining the sensitivity of control loops to periodic attacks turned out to be laborious
and challenging due to the large number of attack parameters.

One of the challenges we faced was management of the recovery (inter-attack) phase.
Initially we directly set the position of the valves to their steady state values or lower.
However, this strategy was unsuccessful as the majority of control loops continued drifting
towards their operational and safety constraints. This was due to the fixed MV values which
removed the ability of the valve to adjust dynamically to the process state. Therefore we
decided to leave administration of the process recovery phase to the controllers.

Another challenge was the control loop ringing while manipulating valve XMV(5), which
regulates the vaporizer exit flow. Sometimes, digital controllers produce a control signal that
oscillates with decreasing amplitude around the final equilibrium level. This phenomenon is
known as “ringing” and is caused by negative real controller poles. Ringing is an unwanted
effect as it increases the wear and tear of valve components and can cause process instability
within a multi-loop environment. Manipulation of XMV(5) in the negative direction (closing
the valve) causes ringing of high amplitude as can be observed in Figure 4.24a. Figure 4.24b
shows that the process could in general absorb this disturbance as the controlled variable
oscillation is negligible, with a ratio of 1:150 compared to manipulated variable. However,
the oscillation of the vaporizer exit flow variable did not allow us to achieve the desired
reduction in the flow.

Despite an unwanted ringing effect in the XMV(5) control loop, we still pursued this
attack as it reduces the inflow of reactants into the reactor and would subsequently result
in decreased production of vinyl acetate. To overcome control loop ringing challenge we
decided to take advantage of the negative compensation reaction in the process recovery
phase. Specifically, we slightly increased the flow for 1 − 2 minutes and let the process
recover for 2 minutes or longer. In the recovery phase the controller decreased the flow
to bring the controlled variable to its set point. In this way we were able to achieve a



4.5 Achieving Attack Objectives 79

0 0.1 0.2 0.3 0.4 0.5 0.6
16

17

18

19

20

21
Vaporizer Exit Flow

Hours

K
m

ol
/m

in

(a) Ringing of the manipulated variable

0 0.02 0.04 0.06 0.08
127.985

127.99

127.995

128

128.005

128.01

Hours

ps
ia

Vaporizer Pressure

(b) Ringing of the controlled variable

Figure 4.24: Outcome of the vaporizer exit flow valve manipulation

reduced flow (when averaged over time). In total, there are three control loops in the reac-
tor unit which can become unstable under certain attack parameters. Those are XMV{2;4;5}.

Outcome of the control stage

We have exhaustively tested all control loops for their sensitivity against a large number of
attack settings combinations {attack value; attack duration; recovery time}. Although we
could establish a good mental model of process behavior, we needed to find a systematic
way to categorize controlled loops. We chose two parameters:

• Sensitivity to magnitude of manipulation (MM) – how much can we change
the process in response to control loop manipulation;

• Required recovery time (RT) – if the process can recover in a time equal to the
attack time or shorter we consider such such control loops of low sensitivity.

Table 4.3 gives the results of our analysis. Sensitive control loops are riskier to operate
and therefore less suitable for reliable control from the attacker perspective.

Sensitivity MM RT
High XMV{1;5;7} XMV{4;7}
Medium XMV{2;4;6} XMV(5)
Low XMV(3) XMV{1;2;3;6}

Table 4.3: Sensitivity of control loops

We finalized our testing with the analysis of alarm activation withing the plant in
response to SSA and PA attacks as shown in Table 4.4. Additionally, for each manipulated
variable in the reactor section we noted upper limits of all possible attack parameters which
would allow to manipulate the process without triggering an alarm (stored in a large excel
spreadsheet).
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Alarm SSA PA
Gas loop O2 XMV(1) XMV(1)
Reactor feed T XMV(6) XMV(6)
Reactor T XMV(7) XMV(7)
FEHE effluent XMV(7) XMV(7)
Gas loop P XMV{2;3;6} XMV{2;3;6}
HAc in decanter XMV{2;3;7} XMV(3)

Table 4.4: Activation of alarms

4.5.4 Damage
In the previous stage we evaluated the potential to control the process. In the damage phase
the attacker uses identified controls to achieve the desired damage scenario. This stage is
similar to the “what occurs if” approach in a HAZOP analysis (“what happens if this valve
is closed”).

As mentioned above, we opted for attack strategies that do not activate alarms. This
means that the overall process state would remain within the “normal” operating envelope,
however, the production economics or equipment operating conditions would deteriorate.
Therefore, the results obtained in Control stage will be used in the Prevent Response
sub-stage to avoid detection and prevent immediate corrective actions.

For reliability, the attacker must choose one or more attack scenarios to deploy in the
final payload. These could be arbitrarily chosen based on gut feeling. However, given the
amount of effort it takes to mount a real attack, an attacker may use a metric to measure
potential of success for each attack scenario. For an economic attack a meaningful metric
would be the amount of monetary loss to the victim. In order to determine monetary loss
one needs to measure how much of vinyl acetate is produced in the reactor.

Obtaining Feedback
To measure the exact amount of a specific chemical in a production stream two measurements
are needed: the total flow (FT) and the molar concentrations of the total flow composition.
What would immediately catch the attacker’s eye is the absence of an analyzer in the
reactor exit stream (Figure 4.25). Chemical composition analysis systems are expensive;
their installation must be justified by important considerations such as safety or significant
product quality improvement. This is a significant disadvantage for the attacker as she will
not be able to directly obtain measurements of the molar concentration of the produced
vinyl acetate in the reactor outflow. Therefore the attacker cannot immediately obtain
engineering measurements to monitor and measure attack execution.

The rate of the reaction can be qualitatively determined from the reactor exit temperature
(TT). This would provide an attacker with a technician measurement. A decrease in
temperature signals that less reaction is happening in the reactor, so less product is being
produced (Figure 4.26a). This measurement can be sufficient to determine whether a specific
attack has an effect on the reaction rate, but it does not allow to quantify the effect of
an attack and select the most effective one. Looking at the process flowsheet, the only
location where the attacker would be able to determine the exact amount of VAC produced
is the decanter exit. However, this number would be available to the attacker only after
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Figure 4.25: Location of chemical analyzers in VAC plant

hours, at the end of the refinement phase. This may not be a satisfactory option. Moreover,
this would require the attacker to exploit additional network segments and devices. In our
analysis we have not found a way to solve this challenge.
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Figure 4.26: Comparison of indirect and direct VAC production measurements

In the real world such an obstacle would force the attacker to look into controller code
or search for process models in the test plant. In our case, we decided to look into the
implementation code of the process model. In particular we were interested in the state
variables in the reactor unit, used in the internal computations of the process model. We
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were able to locate “concentration” variables of seven chemical components in ten sections
of the reactor as shown in Figure 4.27.

    //This is the main file for the reactor 

    //The plug-flow reactor is modeled as a 10-section distributed model 

    /*NR: section number + 1 */ 

    /*calculate derivatives*/ 

    for (n=1;n<NR;n++) 

    { 

        /*Use component balance to get concentration change: */ 

        /*dC/dt=-delta(C*v)/deltaZ+sum(vij*rj)               */ 

        /*Use single backward      */ 

     C_O2_t[n-1]=(-(C_O2[n]*v[n]-C_O2[n-1]*v[n-1])/dz Coeff1[0]*r_all[n][0]+Coeff2[0]*r_all[n][1])/cata_porosity; 

        C_CO2_t[n-1]=(-(C_CO2[n]*v[n]-C_CO2[n-1]*v[n-1])/dz + Coeff1[1]*r_all[n][0]+Coeff2[1]*r_all[n][1])/cata_porosity; 

     C_C2H4_t[n-1]=(-(C_C2H4[n]*v[n]-C_C2H4[n-1]*v[n-1])/dz + Coeff1[2]*r_all[n][0]+Coeff2[2]*r_all[n][1])/cata_porosity; 

     C_VAc_t[n-1]=(-(C_VAc[n]*v[n]-C_VAc[n-1]*v[n-1])/dz + Coeff1[4]*r_all[n][0]+Coeff2[4]*r_all[n][1])/cata_porosity; 

     C_H2O_t[n-1]=(-(C_H2O[n]*v[n]-C_H2O[n-1]*v[n-1])/dz + Coeff1[5]*r_all[n][0]+Coeff2[5]*r_all[n][1])/cata_porosity; 

     C_HAc_t[n-1]=(-(C_HAc[n]*v[n]-C_HAc[n-1]*v[n-1])/dz + Coeff1[6]*r_all[n][0]+Coeff2[6]*r_all[n][1])/cata_porosity; 

     Q_rct[n]= UA*(Tg[n]-Shell_T); /*kcal/min m^3*/ 

 Tg_t[n-1]=1/(cata_porosity*CCP[n] + cata_heatcapacity *cata_bulk_density)*(-FCP[n]*(Tg[n]-Tg[n-1])/dz -  

      - r_all[n][0]*E_r1-r_all[n][1]*E_r2-Q_rct[n]); 

   }; 

Figure 4.27: Reactor code to calculate the concentration change of chemical components

Through extensive analysis of the obtained data and the working principle of the plug
flow reactor employed in the VAC plant we could determine that the concentration of
chemicals in the tenth section would be the same or about the same as in the reactor outflow.
However, the obtained numerical values were of an unknown unit measure and very small
with examples being 0,00073; 0,00016; 0,0007. The sum of all concentration values did not
sum up to one/hundred or to the total flow. As the result we could not determine the utility
of the obtained values.

After further investigations and consultation with the literature, we concluded that
molar concentrations of chemical components can be computed according to the derived by
us formula:

MOLcomp(t) = CONCcomp(t)∑
cmp CONCcomp(t) ,

where CONCcomp(t) are the concentrations of the individual chemical components and cmp
is the index of a current component.

We verified the numbers obtained with those provided in Table 5 in [147]. Since the
total reactor exit flow is directly measured in the plant, we could compute the amount of
vinyl acetate produced as:

Ouflowcomp(t) = MOLcomp(t)[%mol]×Freac[Kmol/min],

where Freac is measured reactor outflow, XMEAS(6).
Figure 4.26b shows the production of vinyl acetate. The rate of VAC production indeed

coincides with the reactor outflow temperature profile. Knowing the molar production of
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VAC we could finally quantify production loss in dollar equivalents as:

Cost = VACout[Kmol]×86.09[g/mol]×0.971[$/kg],

where 86.09[g/mol] is the VAC molar weight and 0.971[$/kg] is the VAC price as given
in [147].

To verify the numbers obtained we compared the amount of VAC produced in the reactor
over a time period (Figure 4.28a) with the amount of VAC leaving the factory as final
organic product (Figure 4.28b); the numbers matched.
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Figure 4.28: Vinyl acetate production, 24 hours

Evaluation of Attack Scenarios

With a suitable metric for evaluating the impact of the attack we could finally start deciding
on the most effective attack design and their implementation. We have established the
reference value of the steady-state production to determine loss (or gain) as a result of
the attack.The categorization of the control loops based on their economic damage po-
tential is given in Table 4.5. Note, that certain attacks have caused an increase of the
vinyl acetate produced. This does not necessarily mean that the overall financial gain
of the plant as such increased as production may have yielded increased operating costs
and thus may resulted in revenue loss. However, we did not pursue this investigation.
Therefore we did not consider attacks causing product gain as “successful”. Lastly, attacks
on XMV(1), oxygen feed, only have little attack potential, but also that this control loop
easily becomes unstable. In addition, this control loop must be manipulated with great
care as it quickly reaches its safety limit. Among all XMVs we marked XMV(1) as of least use.

Outcome of the damage stage

The damage phase is concluded with a portfolio of attacks which can be deployed at any
opportune time. By scheduling attack value, attack duration and process recovery time
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Production loss SSA PA
High, ≥ 10.000$ XMV(2) XMV{4;6}
Medium, 5.000$−10.000$ XMV{6;7} XMV{5;7}
Low, 2.000$−5.000$ – XMV(3)
Negligible, ≤ 2.000$ XMV{1;3} XMV{1;2}

Table 4.5: Categorization of control loops based on damage potential

we can control the amount of economic damage we would like to bring about. Note that
our analysis has only determined how much money will be lost. Ideally economic damage
numbers should be multiplied by the chance of success so that a risky high-damage scenario
can be compared with a low-risk low-damage scenarios. Precise risk metrics may never be
available, but in general attacks that require manipulating more components are considered
a higher risk. Attacks that require an engineering answer (high-precision attack scenario)
are more complex to design and execute and therefore are riskier than attacks only requiring
a technician answer. Additionally, attacks that must hit a particular measure value or fail
are riskier than attacks that simply get more effective the closer they are to the optimal
value. Finally, the cost of attack implementation should be considered and compared against
attack “gain”.

4.5.5 Cleanup
In our attack scenario we were aiming for attacks that do not move the process towards
operational limits or unsafe conditions. Since the attack execution does not trigger alarms,
the operator may not notice immediately that the process has drifted from its economically
optimal operating state. However, process operators may get concerned after noticing a
persistent decrease in VAC production and may try to fix the problem. There can be
numerous reasons for a process upset and operators are used to them. In the following we
discuss how to influence the operators’ beliefs about what is happening with the process.

An industrial process, just like software, has to be debugged when it malfunctions.
If the attacker changes her attacks based on the debugging efforts of the maintenance
engineers, future attacks may be attributed to the efforts of the engineer rather than a cyber
attacker. Figure 4.29 illustrates outcome of attacks on four different control loops which
cause symmetric fluctuations of different amplitudes in reactor exit temperature. These
attacks can chained together and rotated in response to debugging efforts such as sensor
calibration or reactor troubleshooting.

If a reactor is suspected to malfunction, a group of experts will be invited to investigate.
It is not possible to see directly into the reactor. The investigators will apply specific
metrics allowing them to evaluate the chemical processes in the reactor and –hopefully–
determine potential reasons for the deterioration of reactor efficiency. They will then schedule
maintenance work in accordance with identified issues. The attacker can execute different
attacks which have the same effect on specific chemical processes in the reactor making
engineers believe that their maintenance efforts are not bringing the expected results.

Typical examples of such metrics would be selectivity and conversion rate. Selectivity
is a metric to control catalyst activity. Catalyst selectivity determines the fraction of the
ethylene consumed that makes the desired VAC product or, in other words, how much (in
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Figure 4.29: Increasing variation of reactor exit temperature caused by different attacks

percent) of the primary reaction has been induced by the catalyst:

SEL(t) = V ACout(t)
V ACout(t)+0.5×CO2out(t)

×100,

where V ACout(t) and CO2out(t) are molar flows of the respective chemical components in
the reactor outflow.

Conversion determines the fraction of the chemicals consumed (converted into product
and byproducts) during the reaction. This metric is informative in several ways. For
instance, there are certain safety limits and best-practice conversion rates, which should not
be exceeded. Thus, the reduced conversion rate of acetic acid and increased conversion of
ethylene suggest an increase in the amount of the undesired secondary reaction. Conversion
is computed as:

CONVcomp(t) = COMPin(t)−COMPout(t)
COMPin(t) ×100,

where COMPin(t) and COMPout(t) are the molar masses of the chemical components in
the reactor in- and outflows.

In addition, we introduced a metric to measure reactor efficiency (EFF). It computes
how much molar mass of acetic acid has reacted, and compares this value to the amount of
reacted ethylene. Since the reaction ratio of ethylene and acetic acid in the primary reaction
is 1 : 1, the amount of reacted acetic acid is equal to the amount of correctly reacted ethylene.
Relating this value to the amount of total reacted ethylene indicates the percentage of the
primary reaction. Efficiency allows similar conclusions as catalyst selectivity, however, it is
calculated based on the converted reagents rather than on the produced products:

EFF (t) = HACin(t)−HACout(t)
C2H4in(t)−C2H4out(t)

×100.

Figure 4.30 illustrates the processes in the reactor during the attack on XMV(2). We
decrease ethylene feed at time t = 120 minutes.



86 Chapter 4. Cyber-Physical Attack Lifecycle

0 200 400 600 721
80

82

84

86

88

Minutes

E
ffi

ci
en

cy
 [%

]

 

 

Average Efficiency Loss: 4.36 %

reference simulation
attack simulation

(a) Reactor efficiency

0 200 400 600 721
85

86

87

88

89
Average Selectivity Loss: 2.73 %

Minutes

S
el

ec
tiv

ity
 [%

]

 

 

reference simulation
attack simulation

(b) Selectivity

0 200 400 600 721
0

10

20

30

40
Average Conversion Rates

Minutes

C
on

ve
rs

io
n 

[%
]  

O2 (30.67%)
C2H4 (9.81%)
HAc (29.06%)

(c) Conversion

0 200 400 600 721
0

0.2

0.4

0.6

0.8
Total Product Loss: 11.445,02 $

Minutes

O
ut

flo
w

 [K
m

ol
/m

in
]

 

 

VAc
H2O
HAc

(d) Loss of final product (decanter)

Figure 4.30: Analysis of the physical processes in the reactor

One can see how the attack affects the ratio between primary and secondary (ethylene
combustion) reaction: the percentage of the primary reaction drops from 87% to under 82%
and the amount of the secondary reaction increases by 4.32% on average (Figure 4.30a).
Selectivity also drops to a lower level (Figure 4.30b). Since selectivity is calculated based on
the ethylene consumed in both primary and secondary reactions, we can conclude that an
increase of the secondary reaction has a stronger effect on the reagents consumed than it
has on the products produced. In other words, the consumption of reagents is the more
expressive metric in this case.

Figure 4.30c plots the conversion rates for the main reagents in the reactor. Ideally,
the conversion rate of acetic acid is ≈ 37%, around 2% higher than the oxygen conversion.
However, due to the attack, the conversion rate of acetic acid drops beneath oxygen
conversion, indicating that the reaction kinetics have changed. This is because the newly
induced secondary reaction also consumes oxygen (even more than the primary reaction).
At the same time ethylene consumption has increased. Therefore we can conclude that
the amount of the primary reaction has decreased (less acetic acid is converted), and the
amount of ethylene combustion has increased. The result of the attack on XMV(2) is a
significant reduction in the production of the final product (Figure 4.30d).



4.6 Discussion 87

4.6 Discussion
Our initial attacker model restricts the attacker from triggering operational constraints. In
reality, the attacker may suppress alarms while supplying the operator with good process
values, e.g., using sensor signal spoofing techniques as proposed in [125].

We intentionally chose not to activate alarms to understand attacker challenges
when discovering dynamic process behavior in a stealthy manner. This turned
out to be a laborious manual process with currently no established methods
in the public literature to automate or support the testing and cataloging of
dynamic process responses in cyber-physical systems.

We examined whether it could be beneficial for the attacker to violate operational
constraints to cause more damage. Whereas we could almost double the loss with steady
state attacks, the increase of damage in periodic attacks was modest. In certain cases
violation of operational alarms eventually moved the process into an unsafe state, triggering
process shutdown and attack interruption. It is, therefore, important for the attacker to
monitor the plant state at all times to avoid unintentional plant shutdown. Not only does
such an event slow down testing and/or execution of attack scenarios, it may also prompt
an investigation. Thus an investigation of plant shutdown in the Triton attack resulted in
the discovery of attack tools and triggered a full-fledged incident response [111].

The attacker is not almighty and some damage scenario might be unachievable
for various reasons.

For instance, initially, we attempted to achieve economic damage via catalyst deactivation.
A chemical catalyst is a substance that increases the rate of a reaction without itself being
consumed. It is frequently made of precious metals and therefore tends to be expensive.
Catalyst productivity reduces over time requiring its replacement. The typical catalyst
lifetime of VAC catalyst is 1−2 years [61] after which plant profitability decreases. Preferred
operation conditions are temperatures around 150 − 160◦C, higher temperatures within
reactor tubes promote catalyst activity decay. Hot spots above 200◦C lead to permanent
catalyst deactivation requiring a costly production shutdown and catalyst replacement [147].
We were not able to realize this damage scenario as we were not able to overheat the reactor
for long enough to damage the catalyst.

To conceal the ongoing attack, the attacker may implement a routine to suppress the
digital alarm in the heat exchanger control loop to hide information about the deteriorated
state of the physical process from the controller and from the human operator. However,
alarm suppression does not change the physical state of the process. The “unhealthy”
process state propagates into a neighboring plant section causing a low liquid level in an
absorber vessel. Even though the absorber alarm is also suppressed to prevent compensating
actions from the operator, the degraded state of the process keeps propagating downstream,
eventually reaching an unsafe limit in the distillation column causing a safety shutdown of
the plant as shown in Figure 4.3.4.

This example also illustrates why the control stage precedes the damage stage –
designing a specific damage scenario prior to testing control loops for controlla-
bility conditions such as operational/safety alarm activation may result in attack
failure during execution.
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Figure 4.31: Propagation of alarms and deteriorated process state

Importantly, even though the flow of the digital alarms over the communication link
is interrupted, the plant units/subsystems continues to communicate with each other via
the physics of the process. This is a natural information flow in physical processes that
cannot be prevented. However, it is critical to be aware of such physical information flows
as they may be used by attackers for coordinating attack activities. For example, by
implementing routines for detecting specific process states, the attacker can effectively
coordinate attack activities between multiple malicious implants throughout the plant
without sending messages via digital communication links as discussed in Section 4.3.4.
Further discussion on physical process being a conduit and an information flow could be
found in [119, 124].

It is worth mentioning, because dynamic process behavior cannot be deduced
from the plant documentation or control logic and can only be measured on a live
process, the Control stage provides an opportunity for the defenders to detect
anomalous short-term process fluctuations or unusual operations on equipment.
Additionally, implementing defense-in-depth security controls and reducing the
threat of unauthorized remote access to live process may significantly limit
attacker abilities to develop viable attack scenarios.

Due to the high effort and extensive knowledge required overall to engineer and implement
tailored damage attacks, it is more likely for threat actors to search for so-called “easy
button” attack options. These are simple attack scenarios with easily identifiable damage
conditions (e.g., operating rotating equipment at skip frequency) and reliable attack outcome
(e.g., equipment damage due to vibrations). The Industroyer attack can be considered an
“easy button” because it simply turns off all discovered control signals [41] resulting in the
predictable outcome of substation shutdown. Control logic inherently contains information
about exceptions and unsafe conditions making it a prime candidate for discovering “easy
button” attack ideas.
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As briefly discussed in Chapter 3 building and maintaining realistic testing environments
is a significant financial investment. It has been suggested in [88, 172] that both attacks on
the Ukrainian power grid were live drill operations by a state-sponsored threat actor to test
cyber-physical sabotage capabilities.

The chance exists that in the future threat actors will continue using real-world
ICS environments for capability development and testing purposes. Understand-
ingly, industrial plants with weak digital perimeters are more prone to becoming
such testing environments.

With the growing awareness of cyber-security threats, industrial organizations start
deploying conservative remote access solutions and apply zero trust principles to OT
architectures requiring attackers to search for alternative pathways into the operational
environments. Project files are considered to be trusted files coming from trusted sources
like subcontractors or service providers. Such files are typically directly loaded to the control
network and executed with high privileges. Gurkin [93] has shown that it is possible to
embed complex exploits such as callback trojan or execution of OPC methods into the
project file code itself which will be invisibly launched upon project startup. The emergence
of such innovative methods for delivering attack code calls for the development of additional
security controls such as ICS-aware sandbox applications.

4.7 Related Work
Attack Lifecycle
The overall concept of describing targeted cyber attacks in form of an attack lifecycle is
relatively new. It was first introduced by researchers from Lockheed Martin Corporation
in 2011 under the Kill Chain trademark name [101]. In 2015 SANS Institute adapted the
Lockheed Martin Cyber Kill Chain model to the ICS needs and proposed The Industrial
Control System Cyber Kill Chain [12]. The model consists of two phases. Stage 1: Cyber
Intrusion Preparation and Execution and Stage 2: ICS Attack Development and Execution.
While this model comprehensively covers cyber activities of a targeted cyber-physical attack,
the physical part of the attack is represented as a single stage called Attack Development
and Tuning. In contrast, the cyber-physical attack lifecycle proposed in the white paper
focuses on the physical part of the attack and details the steps needed for achieving an
objective of the above mentioned stage.

In the same year, Hahn et al. [95] proposed their variation of Lockheed Martin’s Kill
Chain model applied to the cyber-physical systems. Specifically, they added Perturb Control
and Physical Objective stages to describe attack activities in the physical and control layers
of the cyber-physical system. However, this work focuses on the formal descriptions of
attack activities from the control theory standpoint whereas our proposed attack lifecycle is
focused on the practical execution of an attack in real-world production environments.

In 2016 Larsen [131] described a process of developing a cyber-physical exploit chain
with the help of Timing and State Diagrams (TSD). The sequence of the exploit building
activities can be directly mapped to the stages of the cyber-physical attack lifecycle as
shown in Figure 4.32. Larsen’s approach is complimentary to the cyber-physical attack
lifecycle as it allows to compare different attack design decisions in terms of development
effort and execution reliability.
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Figure 4.32: Relationship between TSD and cyber-physical attack lifecycle

Finally, in 2019 MITRE Corporation published the ICS ATT&CK knowledge base of
the tactics and techniques that adversaries can use when attacking an industrial control
systems [53]. While ICS ATT&CK provides a useful summary of known ICS attack
techniques, the focus of the framework is on the execution and detection of the attacks in
the cyber layer. In contrast, the framework proposed in the white paper puts greater focus
on which attack tactics and techniques need to be implemented in the control and physical
layers. The MITRE ICS ATT&CK was later expanded by Menendez [159] to better fit the
attack lifecycle in the context of the electrical sector. However, the focus of the framework
remained on the cyber aspects of ICS attacks.

To verify the applicability of the cyber-physical attack lifecycle to discrete cyber-physical
systems, we tested attack stage on the example of a traffic light system [121]. As an
application of moderate complexity, traffic light systems have a relatively small and constant
process state space which can be fully tested by the attacker in the Control stage. Figure 4.33
shows an excerpt from a control logic where traffic light (TL) states are predefined by a
fixed logic based on Boolean operators AND and OR.

Figure 4.33: Snippet of a control logic for a traffic light system
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Once useful controls are identified and tested, the attacker can develop a portfolio
of ready-to-use attack instances and apply them in the Damage stage at an opportune
time. Exploits can be combined into a final payload depending on desired attack outcome.
Examples of damage scenarios include large-scale gridlocks to cause economic damage or
short-term traffic congestions to slow down the arrival of vital services such as police or
ambulance.

Cyber-Physical Attacks
ICS and cyber-physical security research achieved a significant level of maturity in exploiting
devices and designing attack payloads in the past years. While the cyber-physical attack
lifecycle guides through the attacker’s logical sequential steps and associated activities when
targeting physical process or equipment, it only provides an indication of attack types
and exploits needed to be utilized by the attacker at each attack stage. Below we provide
references to works which illustrate some of the attack Tactics, Techniques, and Procedures
(TTPs) involved in cyber-physical exploitation in the ICS environments.

The lateral movement is an indispensable post-infiltration tactic where attackers navigate
through networks and systems seeking for information/data, high-value hosts and services
to expand their foothold and achieve persistence in the targeted network and, eventually,
its end goal. While it was previously assumed that lateral movement via proprietary OT
protocols (including backplanes) is prohibitively hard/challenging, Wetzels shown that
it is an achievable task for a motivated threat actor on a practical cyber-physical attack
scenario [229]. Figure 4.34 shows sequential steps of the OT lateral movement path described
in the technical report. Additionally, Wetzels proposed an initial taxonomy of OT lateral
movement techniques with illustrative examples.

Figure 4.34: Illustration of attack path in the movable bridge control infrastructure [229]

One of the time-consuming attack design activities is process comprehension (see Sec-
tion 4.3.2) or developing a comprehensive understanding of physical, control configuration,
and computation characteristics of the targeted process as described in [80, 86, 5, 4], includ-
ing finding exploitable attacks scenarios in control logic [207, 31, 85, 236]. Several works
covered topics of dealing with compiled control logic [72, 198] and automation of project file
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analysis [149, 169]. Discovered engineering attack scenarios then need to be implemented in
the form of malicious payloads to manipulate control logic and possibly firmware to achieve
the attack mission. Security weaknesses of the popular controllers’ runtime environments can
be found in [2, 112, 3, 187]. Research on manipulating controllers and field instrumentation
internals is discussed in [132, 15, 5, 80, 105, 222].

Some of the involved attack TTPs are potentially detectable with tools available on the
market. Translated into MITRE ICS ATT & CK [53] language, examples include Persistence
(TA0110) [73, 111, 206, 28, 74], Privilege escalation (TA0111) [111], Evasion (TA0103) [73,
187], Command and Control (TA0101) [119, 85], Exfiltration (TA0010) [1, 85] as well as
components of the OT payloads with a major focus on Impairing Process Control (TA0106)
and Inhibiting Response Function (TA0107) [73, 28, 5, 230, 80].

The above research examples are by no means exhaustive but are meant to showcase
the diversity of non-trivial attack activities involved in cyber-physical exploitation and the
significant effort required to be invested even prior to developing final damage/degradation
payloads.

4.8 Conclusions
Cyber-physical systems security concerns specifically attacks that cause physical impact. To
achieve such an impact, the attacker has to find ways of manipulating the physical processes
in the target environment. Cyber attacks on control networks may allow the attacker
to obtain access to sensor measurements and manipulate instructions sent to actuators.
However, to appreciate the effect of such manipulations the attacker has to understand the
physical part of her target. Similar to attacks executed in the IT domain, a cyber-physical
attack goes through several attack stages before achieving the desired damage. Along the
cyber-physical attack lifecycle, some activities may resemble well-known IT exploitation
methods and some will require expertise on the physical part of the cyber-physical system,
expertise not commonly found in the IT security community. Depending on the attack
scenario, state of the process and encountered challenges, the attacker may skip certain
stages or may need to circle back to previous stages. While numerous techniques exist to
exploit ICS systems (assets, protocols, applications), the cyber-physical attack lifecycle
describes how an attacker would identify assets of their interest and arrive at the engineering
design of their attack. Specifically, it provides greater insights into the detours an attacker
may have to take to reach her goal, the types of data sources to consult to achieve the
required level of process comprehension and which vital reconnaissance tasks need to be
executed on the live process. We illustrated the utility of the proposed framework in the
example of a simulated model of the Vinyl Acetate Monomer plant and demonstrated
non-trivial hurdles to overcome at each attack stage. It took almost one and half years to
finish this research undertaking from the initial familiarization with the VAC process to
obtaining final results. Understandably, since such a work was conducted for the first time,
some time was consumed by trial-and-error activities.

From the attacker’s perspective understanding the desired state of a physical process that
achieves certain attack goals, and knowing how to reach that state are two distinct problems.
The process is not designed for the attacker. The attacker may be impeded by automatic
safety interlocks and/or may not have access to observations that allow her to monitor
the effect of her actions. Due to the significant effort required to execute sophisticated
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high-precision attacks such capabilities are likely to remain in the hands of state-sponsored
threat actors with sufficient resources and reserved for critical targets. In contrast “easy
button” attacks are more likely to be executed on a larger scale.

Successful execution of cyber-physical attacks relies on access to specific information
sources and assets. Understanding attacker needs assists defenders with identifying “crown
jewels” assets such as historians, specialized engineering applications, OPC servers, engi-
neering workstations, cloud-based (I)IoT backends and strategizing defense and detection
efforts.



5. Conclusion

Cyber-physical systems are engineered systems that are built from and depend upon
the seamless integration of computational and physical components. While advances in
computing technologies gave industry new opportunities and functionalities for interacting
with the physical world, they have also changed the attack surface and introduced new
forms of attacks. In contrast to IT security which can trace its roots back several decades,
the discipline of CPS security is comparatively young, and the research community has not
yet achieved the same clarity about relevant threat scenarios and best security practices.
While compromising computing infrastructure and communication channels is a powerful
facilitator for launching attacks aimed at disrupting physical processes, the damage from an
attack will be limited if the attacker is unable to manipulate the control system in a way
needed to achieve the desired physical outcome.

The attacker is not bound to adhere to assumptions made by the defender about possible
adversarial behavior. In fact, it is an effective attack strategy to search for assumptions that
can be violated, including previously unconsidered attack scenarios. We have shown that
the security concepts from the IT domain are not sufficient to describe security demands on
cyber-physical systems nor are the defenses effective against all attacks which are part of the
cyber-physical kill chain. We, therefore, suggest treating the cyber part of a cyber-physical
system as a control system instead and focusing on the interfaces between physical space and
cyberspace. For the attacker, the control system is a weird machine [25] commandeered by
unconventional inputs used in ways not intended by the designer. To constrain the attacker,
systems ultimately have to be designed and operated in a way so that as little as possible
can be done with them beyond their intended use. This may include replacing critical digital
components with immutable alternatives. Among the main goals of the white paper was to
show that defense efforts should extend to the design of process control applications and
process physics itself as visualized in Figure 5.1.

We conclude with the encouragement to further research attacker strategies when
targeting physical processes and engineered control systems as well as to extend the defense
strategies/considerations beyond IT security approaches from the digital space. This, for
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Figure 5.1: Visualization of defense-in-depth concept in cyber-physical systems

instance, includes redesigning cyber-physical systems to make them more robust to the
compromised physical environment (both in immediate proximity and at a distance). CPS
should be further enhanced with an enlarged forensic footprint to enable improved situational
awareness in the presence of attacks. Once physical and/or IT barriers are compromised,
adversaries are potentially able to take control of the physical process. While the latter
is a non-trivial task and requires expert knowledge, it would be negligent to assume that
attackers are unable or not incentivized enough to obtain and apply the required knowledge.
Technical means should be complemented with the appropriate international regulations
where the use of cyber-physical attacks against civilian critical infrastructures should be
prohibited to preclude potential humanitarian crises.
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A. Data Security in Cyber-Physical Systems

With the progressive digitization of industrial control systems, process data collection,
processing, storing and presentation became an essential task of the control infrastructures
with process data becoming one of the “assets” to manage. Control system applications
supervise all of the functions and operations in a plant by taking in real-time data from the
field instrumentation and using the trends extracted from the process data to make decisions
about each process unit performance. When speaking about software applications, they are
seen as applications that run on top of an untrusted IT infrastructure. Input validation is
performed to ensure that only properly formed data is entering the application workflow,
preventing the unexpected outcome of code execution. Physical processes similarly rely on
the process data being appropriate and not harmful to the physical application.

Security properties should fit the application’s needs. For a long time it was thought
that if data security policies were guided by the Confidentiality, Integrity, Availability triad,
the data was “secure”. With the change in the volume of data being produced and the way
how and where data was stored and used, the CIA model began to be seen as limiting. In
2002 Donn Parker extended the CIA model to better describe data security requirements as
shown in Figure A.1 [173].

Parker’s six attributes of information security are non-overlapping in that they refer to
unique aspects of information with utility or data usefulness being the only property that is
not necessarily binary in nature. Not only utility can have degrees of usefulness, it is also
highly contextual and can only be evaluated in relation to a specific application.

In process automation, field devices such as sensors are considered to be monolithic
units that are fully trusted [163] and the data originated by the devices are correspondingly
considered trustworthy. In many cases the controller and operator can observe a physical
process only through process measurements, therefore their accuracy is critical. As discussed
in Chapter 2, acquired sensor signals pass through a variety of functions that process them
in a variety of ways such as amplification, scaling, conversion, filtering, aggregation and
normalization to name a few. Furthermore, data sources are combined through computation
formulas prior to being consumed by additional control logic and applications. In essence,
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Figure A.1: The Parkerian hexad

data processing is conducted to provide usable, i.e., actionable information, based on the
requirements defined by data consuming circuits/devices/applications at each stage in a data
chain. Any error in data acquisition or processing along data routes harbors the potential
to degrade and even lose visibility of the process state. This is why the understanding of
data sources and their pathways is essential to the assessment of the undesirable impact
on process operations, caused by errors or intentional manipulation of data streams. In
process control, data condition/content is addressed in the context of “data quality” or
“data reliability”. Telemetry engineers are frequently responsible for this task.

Data utility refers to the data accuracy and usefulness as a result of its transformation
within the computing infrastructure. The utility does not address how trustworthy or
accurate the source of the data is, and whether the information extracted from such data is
correctly representing the reality. Process data are originated in the physical process and
measured by the sensors. It would be prudent to establish methods able to determine if
the data received truthfully capture the attributes of the physical world relevant to the
application under control. This leads to a new security requirement called veracity, or
trustworthiness of data. The relationship between data veracity and data utility is shown in
Figure A.2.

Figure A.2: Data quality in process control systems
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A.1 Data Utility

Utility stands for data usefulness. Reduced data utility may result in the loss of vital or
critical information resulting in significant consequences. The utility of process data can be
impaired due to different causes. Consider a use case of obligatory regulatory monitoring
of certain process parameters for conformity to certain operational requirements. For
instance, in the UK regulators such as the Department for Environment, Food and Rural
Affairs (DEFRA) require data that identifies wastewater treatment facilities’ conformity to
predetermined operational restrictions such as quality and quantity of final effluent [60]. Data
must be collected from the appropriate sources within the operational process, conforming to
any defined time constraints. While the regulatory instructions impose specific operational
requirements to the process data, the same data may also be used for performance analysis,
and by decision makers at the board level, to determine the financial viability of operational
sites, and for identification of required investments to streamline processes. Furthermore,
the same data may also be applied to the remote alarm monitoring of unmanned operational
processes. In some cases, this remote alarm management may form part of an organizational
safety reporting process. It is evident that without complete knowledge of all stakeholders of
the individual data sources and understanding of their needs on data content, there is a high
risk of losing or misrepresenting critical process information due to erroneous configuration
of data processing points.

Figure A.3 presents the flow of data from a single sensor to the remote access con-
nectivity residing within the corporate level of the OT reference architecture. When an
instrumentation engineer recalibrates or replaces a sensor, she will likely know to liaise with
a PLC configuration engineer to account for the new properties of sensor signals within the
PLC logic, therefore maintaining accurate control of the physical process. This fulfills the
primary requirement of sensors, that of providing accurate input to operational decision
making applications such as control logic. However, when re-configuration requirements
arise in relation to neighboring devices such as in-line monitors or data historians if their
configuration is left unadjusted, regulatory, alarm monitoring, safety, and performance
analytics data may become compromised. In the given example, awareness of sensor data
consumption beyond the PLC could fall outside the scope of an instrumentation engineer’s
role. As a result, while the data processing formulas in the PLC’s control logic were modified
to maintain the accuracy of calculations, the other data processing points across the data
path were not, leading to the corruption of calculations and stored values in the historian
server.

When a situation like this occurs, from the initial suspicions around data quality, historian
support engineers would drill down into complex mathematical calculations to identify the
root cause of spurious data. It is not infrequent that the calculations are derived from up to
30+ operational tags (signal inputs), therefore the investigation process could prove to be
time-consuming. Furthermore, if data is processed at multiple points in the system, the
visibility into data processing points may end quickly, requiring interaction with Level 1
control engineers to better understand any changes further downstream, across suspected
data flows. It is evident that preserving data utility from the source and along its path is
critical for ensuring business continuity and reducing troubleshooting efforts.
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Data Utility Impact
In a public example [68] it was discussed how a control engineer in a pumping station
responsible for PLC programming used the 0 to 4095 analog-to-digital converter counts
range to convert the 4−20 mA analog signal from the measuring instrument whereas the
engineer responsible for the telemetry used the 819 to 4095 range on the RTU. The 819
counts offset was introduced to detect signal underrange as shown in Figure A.4. As a
result, when the PLC received zero pressure (4 mA), it converted it to 0 counts whereas the
RTU program output 819 counts for zero pressure. The SCADA read process data from the
RTU whereas the HMI at the site received data from the PLC. Consequently, the mismatch
in data scaling leads to inconsistencies in data readings across different applications. It
is apparent that such inconsistencies in converting measured data into digital counts and
subsequently into engineering units may result in undesired consequences.

Figure A.4: Inconsistency of control equipment configuration

In process automation, field devices such as sensors are considered to be monolithic
units that are fully trusted [163] and the data originated by the devices are correspondingly
considered trustworthy. To provide useful measurement units, an analog signal must be
scaled first. The accuracy of the scaling is validated through calibration. Improperly
calibrated measuring instruments can be a source of safety accidents. An example is an
explosion at BP Texas City Refinery (15 people killed, 180 injured) [189]. The root cause
of that tragedy was critical alarms and control instrumentation providing false indications.
Due to calibration errors the splitter tower level indicator showed that the tower level was
declining when it was actually overfilling with flammable liquid hydrocarbons. As a result,
the operator kept filling the tower. A chain of further events eventually led to an explosion.
Hence, manipulation of instrument calibration is a potentially dangerous attack vector.

Calibration systems are increasingly transforming from stand-alone systems or work
processes to software-based integrated solutions [7]. Although the automation of the calibra-
tion processes and tight integration into the documentation and maintenance management
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systems was driven by the desire to reduce human error, the integration also introduced an
easy-to-exploit and dangerous attack vector. Quoting a software-induced incident revealed
by safety systems vendor HIMA [120]:

Due to an unknown bug in the engineering software, all scaling of the SIS AI
(analog input) got altered from 0 to 100% automatically. The altered value
got loaded and activated automatically based on in unknown bug at the same
system.

In the past, sensors used to be purely analog and the measured analog signal was converted
into a digital signal by the controller. These days it is more common for a microcontroller to
be embedded into the sensor itself [158]. The presence of a digital stage in the sensor allows
attack scenarios where a sensor behaves maliciously but always passes calibration tests.

Figure A.5 shows how the change of sensor sampling frequency (blue signal) would allow
an attacker to conceal process oscillations (red signal) and impair forensic investigation.

Figure A.5: Concealment of attack trace (oscillation) by changing signal sampling frequency

Currently, there are no methods to identify whether some information is potentially missing
in sensor signals. This is a research question that deserves attention, especially when
forensically sound data are needed for legally-bounded decisions.

A.2 Data Veracity
The word veracity derives from the Latin adjective vērāx – “truthful”, which in turn comes
from the earlier vērus – “true”. Initially, the property of veracity gained its popularity in
the area of criminology – the ability to detect whether a witness is veracious or not [139].
The term veracity is used both in relation to actors such as witnesses and their statements.
Borselius extended veracity to the property of mobile agents namely that they will not
knowingly communicate false information [23].

We refer to statements about aspects relevant in a given application domain as assertions.
Assertions may be true or false. In this white paper we use the definition of veracity proposed
in [83].
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Veracity: The property that an assertion truthfully reflects the aspect it makes a statement
about.

Restating, data veracity is the degree of accuracy or truthfulness of a data set. Veracity
is not a property guaranteed by any of the familiar IT infrastructure security services.
Veracity refers to aspects outside the IT infrastructure: the adversary is not an entity
launching an attack in the infrastructure but an entity making false assertions. The data
are already false when passed to the infrastructure. “Trusted” sensor data just because they
have been digitally signed do not help when the sensor readings are incorrect or have been
manipulated before being submitted to the communication protocol stack. Veracity is a
new security property relevant at the application level.

There is an old engineering aphorism that says “one must measure a process in order
to control it”, which is still as current today as it was in the past. A corollary to this
saying is that trustworthy process measurement information is required so that users feel
comfortable enough to risk making tighter control improvements [158]. For data to be
regarded as trustworthy, particularly to support the decision-making process, it is vital
that data accurately reflect the reality. However, data veracity is a complex property
that deals with uncertainties in data brought about by a diversity of causes with biases,
noise, abnormalities and missing values being a few examples. Enforcing veracity can be
challenging. Quoting the words of Prof. Vijay Varadharajan in [19]:

Every physical and virtual device in the IoT infrastructure generating huge
quantities of data presents immediate and direct consequences. Just because
data are accessible doesn’t mean it’s trustworthy or reliable for making decisions,
or even ethical to access and use it.

To secure an application, one thus may have to go beyond securing the infrastructure
and in addition provide mechanisms for detecting false data. Bellow we examine examples
of how data veracity can be impacted in process control applications and then briefly outline
approaches to detecting non-veracious sensor signals.

Violation of Data Veracity
In many cases the operator can only observe the process through sensors and must have
faith that the sensors describe the true underlying physical reality. This faith can be used
by an attacker even when error handling is in place and used to mathematically solve the
error in the system. For example, in the power grid complementary disturbances caused in
adjacent nodes are canceled out as a residual error in a state estimator.

Violation at the Process Level
The lowest level of manipulation possible is the actual physics of the process itself. The
most intuitive attack scenario is a manipulation of the environment around a sensor. This
attack vector is especially applicable to sensors that can be “approached” by the attacker
such as weather and ambient sensors or proximity and object detection sensors. Increasingly,
data veracity is becoming of concern in the automotive sector. Modern cars are equipped
with a large number of sensors some of which are exposed to the outer surroundings
without physical protection. Shoukry et al. [200] showed that by modifying the physical
environment around analog sensors such as Antilock Braking System (ABS) it is possible to
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alter wheel speed measurements and potentially induce life threatening situations. ABS
relies on magnetic–based wheel speed sensors which are exposed to an external attacker
from underneath the body of a vehicle. By placing a thin electromagnetic actuator near
the ABS wheel speed sensors, an attacker can inject magnetic fields to both cancel the true
measured signal and inject a malicious signal, thus spoofing the measured wheel speeds.

Industrial processes are typically located within the protective boundaries of a physical
fence or similar and therefore are not easily approachable by attackers. However, it is
possible to achieve an adversarial impact on data veracity by creating special conditions in
the physical process itself via remote attacks. In continuous processes, even if two sensors
are segregated electronically, the process physics may connect them creating a “data flow”.
When the logic of a field device operates on a particular datum, that datum may actually
be an aggregate of other data even if that value was directly measured from the process.
In such case, the “unseen” process data may have a negative impact on the control loop
performance. Consider a pressure measurement. Depending on the process, changes in
pressure may be the result of temperature, flow, volume, or reaction speed. A simultaneous
change in temperature and volume may be incorrectly interpreted as a change in reaction
speed. Incorrect interpretation of unmeasured quantities (here: reaction speed) is a frequent
concern in process control.

Consider another example of a process unit that produces ammonia with pressure in a
vessel being maintained with an inflow pump. Maintaining the right ammonia pressure is
critical to the financial health of the plant, therefore its control loop is closely monitored. A
second pump is responsible for the outflow of ammonia from the vessel but is not considered
critical to the plant economy. It may be possible to set up a standing wave between the two
pumps that has a direct impact on the ability of the first pump to perform its function. In
that case, the unseen state of the second pump is critical to the functionality of the first
pump even though there are no electronic data flows between these two control loops. A
variation of this attack scenario has been implemented on a realistic hardware setup to
degrade the performance of an analog pump. By modifying the position of the inlet valve,
an attacker was able to cause a cavitation process which impacted the working of the pump
up to full stoppage of the flow [119].

Although data veracity attacks at the layer of the physical process are hard to detect
and diagnose, they are also much harder to execute from the design and attack reliability
standpoints. During such attacks both the operator and the adversary operate in conditions
of limited visibility of the underlying process physics. Depending on the attack scenario,
prior testing on a mockup system may be required to determine the exact attack parameters.

Violation at the Sensor Level
Input devices such as sensing devices are inherently susceptible to attacks with unvalidated,
unwanted inputs. Attackers can exploit the physics of materials to fool sensors into becoming
unintentional receivers of malicious signals to manipulate sensor output or induce intentional
errors. This class of attack is called a transduction attack [77]. This is one of the most
frequent attack scenarios covered in the CPS security research literature. For instance, Tu
et al. [221] implemented an attack on temperature sensors that exploits an unintended
rectification effect in analog amplifiers that can be induced by injecting electromagnetic
interference (EMI) at a certain wavelength. The attack scenario bypassed conventional
noise filtering and generated a controllable DC (direct current) voltage offset at the analog-
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to-digital converter (ADC) input. Due to the altered offset, the resistance of a resistance
temperature detector (RTD) was converted into a wrong albeit “valid” value within the
operating range. As stated by the researchers, “from meters away or an adjacent room, an
attacker could trick the internal control system of an infant incubator to heat or cool to
unsafe temperatures.”

In another example, Bolshev et al. [20, 22] exploited the ADC’s input signal sampling
process in industrial equipment. Specifically, the authors discussed a scenario of injecting a
specially crafted analog signal which would be converted into different digital values by the
serially connected equipment on an analog line. In the architecture depicted in Figure A.6, a
PLC responsible for the regulatory control sends an analog control command to the actuator
(e.g., a motor) whereas a so-called “safety PLC” performs checks of that command for unsafe
conditions. It was shown that it was possible to generate an analog signal that would be
converted into different digital values by different equipment. For instance, the actuator
converted the analog signal into 1.5 V (ON command) and the safety PLC output 0 V
(OFF command on the HMI). If such an attack is successfully executed on the plant floor,
the operator would lose awareness of the true state of the process and could make wrong
and potentially harmful control decisions. Similarly, the safety protection would not engage
due to a wrong notion of process state. The perceived threat of the transduction attacks to
the industrial-grade sensing equipment has grown such that in one instance U.S. ICS-CERT
warned manufacturers of the related hardware design flaws in a security advisory [55].

Figure A.6: Threat scenario for analog control loop [20]

While the implementation of the above scenarios requires close proximity or physical
access to the target environment for attack execution, the evolution from simple analog and
digital sensors to sophisticated “smart” transmitters makes it possible to execute an attack
on data veracity directly on the sensing device, and with that to undermine the assumed
trust in field equipment. Modern smart sensors are equipped with microprocessors and
IP-based communication capabilities making them attractive targets for remote and supply
chain attacks. We described an approach to violating data veracity directly on the smart
sensor through its compromise in [125]. Specifically, we proposed to forge sensor signal
directly on the microprocessor of the transmitter, before sensor data are fed to the network
protocol stack. The step-wise approach to such sensor signal spoofing with custom Runs
and Triangle Approximation algorithms is illustrated in Figure A.7.
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(d) Spoofed sensor signal with added noise

Figure A.7: Implementation steps of the sensor signal spoofing

Ensuring Data Veracity
The definition of veracity does not differentiate between assertions that are false on purpose
and assertions that are false by accident. This distinction does not matter for the application;
the application would react to a false assertion in the same way in both cases. The distinction
matters in the design of countermeasures. For instance, redundancy can be used for accidental
violations but not for malicious violations. In this regard, Borselius [23] commented that
veracity cannot be effectively enforced in mobile agent systems as the required redundancy
for such a system is likely to make the system useless.

For security purposes, data veracity can be achieved in a few ways. First, if the
environment warrants a sufficient degree of physical protection tamper-resistant “trustworthy”
sensors can be deployed, i.e. reliance on physical security. Second, hardware and/or software-
based validation of the input signals may help to reject malicious signals or filter out harmful
signal components (e.g., high frequencies). Third, if the environment and input signals
cannot be easily controlled, countermeasures can take the form of plausibility and consistency
checks on the received sensor inputs. Redundancy and consistency checks such as majority
voting have been used for detecting accidental sensor failures. Since the defenses against
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intentional attacks cannot be built on the basis of statistical independence, countermeasures
may take the form of plausibility and/or consistency checks. In this case, models of the
physical space under observation are used to judge to which extent individual sensor readings
are consistent with the overall state of the system derived from all the readings. It is possible
to further model the relationship between different aspects of the physical process (e.g.,
temperature and pressure) in order to detect spurious sensor readings or flag implausible
readings as suspicious. Changes in the plant configuration are not required to implement
such countermeasures which makes them practical.

As mentioned in Section 4.6, the attacker may require to probe the target process to
determine control loop responses. Simultaneously, the attacker may apply attack hiding/con-
cealment techniques such as sensor signal spoofing to avoid detection as shown in Figure A.7.
In one of our works, we implemented the detection of such spoofed sensor signals using
correlation entropy in a cluster of related signals [125, 118].

Figure A.8: Spoofed and real signal, steady state

A.3 Conclusions
The famous phrase Don’t trust your inputs from “Writing Secure Code” book by Howard &
LeBlanc is relevant for cyber-physical systems as much as for software applications. Data
quality plays a paramount role in the correct, efficient and safe functionality of a cyber-
physical system. On one hand, it is critical to correctly configure all data processing points
along a data flow to preserve data utility and the ability to extract correct informational
insights from the process data. On the other hand, ensuring the correct or truthful acquisition
of process data or data veracity is the most fundamental security requirement for process
data. In contrast to data utility, veracity security requirement is not typically studied in
information security as data content and context are not considered in the threat model
and as a result, security approaches to guarantee data veracity are not part of the standard
IT security toolkit.

Further research is required into approaches for violating both data veracity utility, and
their impact on physical applications. Better awareness of relevant threats and security
requirements is essential to formulating pertinent security policies and guiding the implemen-
tation of effective security controls in an organization [43]. Additionally, at the moment there
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are no open-source or commercial tools to assist with the discovery and visualization of the
attack surface for both data veracity and utility. The development of approaches to capturing
the inventory of data flows and detailing data process points is another research question to
address. We call this concept the Data Bill of Materials (DBOM), echoing the concept of
the Software Bill of Materials (SBOM) in software applications [212]. Application-specific
DBOMs could be captured already at the application design phase as shown in Figure A.9.
If later made available to application integrators, DBOM-related diagrams could facilitate a
better decision-making process when selecting appropriate security controls.

Figure A.9: Visualization of data flows during application design (the source is intentionally
withhold)



B. Vinyl Acetate Plant: Listing of Variables

When implementing the VAC control model in the Simulink we applied the same naming to
manipulated variables and process measurements as used in the TE process for compatibility,
XMV and XMEAS correspondingly. The numbering of both XMVs and XMEAs follows the
numbering of variables in Appendices 1-3 in [38].

B.1 Manipulated Variables
The below table provides a list of manipulated variables (valves) together with the cor-
responding controlled variables and PID controller (ctrl.) types. The table combines
information from Appendix 1 and Appendix 2 in [38]. The numbering of XMVs corresponds
to the numbering of control loops in Figure 3.1. Some valve positions are fixed at specific
values to generate process behavior as defined in [146].

XMV Description Controlled Variable Manipulated Variable Ctrl. Unit

XMV (1) Fresh O2 Feed %O2 in the Reactor Inlet O2 fresh feed sp PI Kmol/min

XMV (2) Fresh C2H4 Feed Gas Recycle Stream Pressure C2H4 fresh feed valve PI Kmol/min

XMV (3) Fresh HAc Feed HAc Tank Level HAc fresh feed valve P Kmol/min

XMV (4) Vaporizer Steam Duty Vaporizer Level Vaporizer Heater Valve PI Kcal/min

XMV (5) Vaporizer Vapor Exit Vaporizer Pressure Vaporizer Vapor Exit Valve PI Kmol/min

XMV (6) Vaporizer Heater Duty Heater Exit Temperature Reactor Preheater Valve PI Kmol/min

XMV (7) Reactor Shell Temp. Reactor Exit Temperature Steam Drum Pressure sp PI ◦C

XMV (8) Separator Liquid Exit Separator Level Separator Liquid Exit Valve P Kmol/min

XMV (9) Separator Jacket Temp. Separator Temperature Separator Coolant Valve P ◦C

XMV (10) Separator Vapor Exit Separator Vapor Flowrate Separator Vapor Exit Valve Fixed Kmol/min

XMV (11) Compressor Heater Duty Compressor Exit Temp. Compressor Heater Valve PI Kcal/min

XMV (12) Absorber Liquid Exit Absorber Level Absorber Liquid Exit Valve PI Kmol/min

XMV (13) Absorber Circulation Absorber Scrub Flowrate HAc Tank Exit Valve 2 Fixed Kcal/min

XMV (14) Circulation Cooler Duty Circulation Stream Temp. Absorber Scrub Heater Valve PI Kmol/min

XMV (15) Absorber Scrub Flow Absorber Circulation Flowrate Absorber Circulation Valve Fixed Kmol/min

XMV (16) Scrub Cooler Duty Scrub Stream Temperature Circulation Cooler Valve PI Kcal/min

XMV (17) CO2 Removal Inlet %CO2 in the Gas Recycle CO2 Purge Flowrate sp P Kmol/min

XMV (18) Purge %C2H6 in the Gas Recycle Purge Flowrate sp P Kmol/min
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XMV (19) FEHE Bypass Ratio FEHE Hot Exit Temp. Bypass Valve PI [0 − 1]

XMV (20) Column Reflux %H2O in the Column Bottom Column Reflux Flowrate sp PI Kmol/min

XMV (21) Column Reboiler Duty 5th tray Temperature Reboiler Steam Valve PI Kcal/min

XMV (22) Column Condenser Duty Decanter Temperature Column Condenser Duty PI Kcal/min

XMV (23) Column Organic Exit Decanter Organic Level Organic Product Flowrate P Kmol/min

XMV (24) Column Aqueous Exit Decanter Aqueous Level Aqueous Product Flowrate P Kmol/min

XMV (25) Column Bottom Exit Column Bottom Level Column Bottom Flowrate P Kmol/min

XMV (26) Vaporizer Liquid Inlet Liquid Recycle Flowrate HAc Tank Exit Valve 1 Fixed Kmol/min

Table B.1: Categorization of control loops based on damage potential

B.2 Process Measurements
The bellow table provides a listing of the process measurements (sensors) with their corre-
spondent measuring units as given in Appendix 3 in [38].

XMEA Description Unit

XMEA (1) Vaporizer Pressure P sia

XMEA (2) Vaporizer Level

XMEA (3) Vaporizer Temperature ◦C

XMEA (4) Heater Exit Temperature ◦C

XMEA (5) Reactor Exit Temperature ◦C

XMEA (6) Reactor Exit Flowrate Kmol/min

XMEA (7) FEHE Cold Exit Temperature ◦C

XMEA (8) FEHE Hot Exit Temperature ◦C

XMEA (9) Separator Level

XMEA (10) Separator Temperature S◦C

XMEA (11) Compressor Exit Temperature ◦C

XMEA (12) Absorber Pressure P sia

XMEA (13) Absorber Level

XMEA (14) Circulation Cooler Exit Temperature ◦C

XMEA (15) Scrub Cooler Exit Temperature ◦C

XMEA (16) Gas Recycle Flowrate Kmol/min

XMEA (17) Organic Product Flowrate Kmol/min

XMEA (18) Decanter Level (Organic)

XMEA (19) Decanter Level (Aqueous)

XMEA (20) Decanter Temperature ◦C

XMEA (21) Column Bottom Level

XMEA (22) 5th Tray Temperature ◦C

XMEA (23) HAc Tank Level

XMEA (24) Organic Product Composition (VAc) %kmol

XMEA (25) Organic Product Composition (H2O) %kmol

XMEA (26) Organic Product Composition (HAc) %kmol

XMEA (27) Column Bottom Composition (VAc) %kmol

XMEA (28) Column Bottom Composition (H2O) %kmol

XMEA (29) Column Bottom Composition (HAc) %kmol

XMEA (30) Gas Recycle Composition (O2) %kmol

XMEA (31) Gas Recycle Composition (CO2) %kmol

XMEA (32) Gas Recycle Composition (C2H4) %kmol

XMEA (33) Gas Recycle Composition (C2H6) %kmol

XMEA (34) Gas Recycle Composition (VAc) %kmol

XMEA (35) Gas Recycle Composition (H2O) %kmol

XMEA (36) Gas Recycle Composition (HAc) %kmol

XMEA (37) Reactor Feed Composition (O2) %kmol
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XMEA (38) Reactor Feed Composition (CO2) %kmol

XMEA (39) Reactor Feed Composition (C2H4) %kmol

XMEA (40) Reactor Feed Composition (C2H6) %kmol

XMEA (41) Reactor Feed Composition (VAc) %kmol

XMEA (42) Reactor Feed Composition (H2O) %kmol

XMEA (43) Reactor Feed Composition (HAc) %kmol



C. Vinyl Acetate Plant: Model Enhancement

This section provides details on how the initial model code base of the model was enhanced
with a Simulink control model, Graphical User Interface (GUI), and simulation results
visualization to streamline model usage for cyber security research.

The original authors of the Vinyl Acetate plant built a rigorous nonlinear dynamic model
of the process to verify the feasibility of simulating the plant. Details on the assumptions
and details of the modeling are described in Chapter 5 in [147]. Initially, the simulation
model was implemented in TMODS, DuPont’s in-house dynamic simulation environment,
which was not available for public use. In several academic works on vinyl acetate, process
models were implemented in specialized commercial simulation tools such as HYSYS [52],
Visual Modeler [197], Aspen Plus [197] and others. To make the process model available
for a wider range of users McAvoy et al. have developed a simulation model of VAC for
Matlab [39] which we adopted for our experimental framework. Both the steady state and
dynamic behavior of the Matlab model were designed to be close to the TMODS model.

Originally, process equations had been modeled in Matlab and then translated into
C-routines. The C codes were compiled into “MEX functions” and could be called within the
Matlab environment. A separate m-file was responsible for the control of the VAC process
(scheduling of the C-routines) with a developed multiloop Single-Input, Single-Output (SISO)
controller architecture. Additional four Matlab routines were developed for plotting the
results of the simulations. No simulation data were output to the workspace for further
analysis. Also, the initial model did not provide any interface to the code of the VAC
process mode. Therefore, any manipulations of the model inputs (e.g., setpoint or controller
update) had to be carried out directly in the C code, requiring its re-compilation.

Considering the number of variables in the complex VAC process and the inconvenience
of manipulating the process within the source code, we have developed a Simulink model of
the process. Initially, we developed a user interface and attack codes without building a
Simulink model. Several months of experimentation have revealed the inconveniences and
limitations of this approach. Simulink [156] provides an interactive, graphical environment
for modeling, simulating, and analyzing dynamic systems at any level of detail. Simulink
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models are compact enough to be understood with moderate effort. Additionally, the
interactive nature of Simulink allows easy experimenting by changing the model and its
parameters, and immediately observing what happens. Thus, modeling attacks on a selected
process component can be done easily by adding a function block with several lines of
code. Such functionality suits well the “what if” nature of cyber-physical exploitation.
Specifically, we implemented data integrity (Figure C.1) and Denial of Service (DoS) attacks
on the process variables (sensor signals) and the manipulated variables (controller output
to actuators) in the form of MITM attacks. Since process models include controllers, the
simulator allows the implementation of attacks on controllers (e.g., false control logic upload)
directly in the Simulink model as well.

Figure C.1: Functional implementation of integrity attack on sensor signal in Simulink

We designed the Simulink Model for the VAC process similar to the one used in the
Tennessee Eastman (TE) process, one of the most popular and widely-used public process
model [63, 182] to preserve user experience. We also named manipulated variables as
XMVs and controlled variables as XMEAS to maintain consistent notation between the TE
and VAC models. We instrumented the VAC Simulink model with a user interface for a
convenient update of simulation parameters and setting up desired attack parameters on
individual elements of the control infrastructure as shown in Figure C.2. For instance, for
an integrity attack on sensor signals, the user can choose the attack value, attack time and
duration (predefined or random) as well as the frequency of the attacks (single or periodic).
We also implemented an option of feeding a predefined sensor values stream from a file. The
user may run several attacks in parallel or sequentially (chain several attacks). We also
implemented an output of the simulated data to the workspace for storage and analysis and
enabled their automatic visualization (Figure C.3). Besides, we fixed several implementation
mistakes in the process code and made several improvements to its control model to make
the process more stable.
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Figure C.2: User interface for setting attack parameters (implemented in Matlab environ-
ment)

C.1 Damn Vulnerable Chemical Process Framework

One of the challenges of cyber-physical security research is the lack of realistic large-scale
testbeds for studying complex cyber attacks and their effects on physical processes. Well-
known realistic testbeds are Secure Water Treatment (SWaT) [154] and Electric Power and
Intelligent Control (EPIC) [186], hosted by the iTRUST research center at the Singapore
University of Design and Technology (SUTD). These testbeds were conceived, designed and
built collaboratively by SUTD faculty members, international consultants, and engineers
from public utilities in Singapore. Each testbed mimics a smaller in scale realistic industrial
process and is built from popular models and brands of industrial equipment. The high
fidelity of these experimental environments is certainly very beneficial to multidisciplinary
researchers when conducting cyber-physical security experimentation. However, building and

Figure C.3: Visualization of simulation results
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maintaining such testbeds requires specialized personnel and significant financial investments.
Thus, at the time of writing, external users were charged an hourly rate of $900 ($400
for internal students) for testbed usage [180]. Provided that security research requires
extensive experimentation to evaluate exploitation scenarios’ reliability and discover edge-
cases, research on a realistic testbed can prove economically prohibitive. Going further,
additional repair expenses are inevitable if the testbed is damaged as a result of a successful
experiment aimed at physical disruption. Additionally, unsafe experiments are not permitted
by safety regulations. This means that testing on the realistic testbeds is limited to a set
of well-calculated experimental use cases, which do not jeopardize the safety and physical
integrity of the equipment. Clearly, this restriction imposes further significant limitations
when conducting research on realistic testbeds. Out of these considerations, a more affordable
and safe way of conducting cyber-physical security experimentation is using simulated process
models.

In the process engineering domain, developing models of physical processes is an
integral part of a cost-effective R&D process.

Process simulation is a model-based representation of chemical and other processes in
software, intending to optimize designs and operating procedures of plants and individual
units. Also, models allow for close collaboration between chemical, control and process
engineers. While the chemical engineers model complex thermodynamic interactions within
the plant, control and process engineers devise suitable control algorithms and plantwide
control schemes and optimize equipment design. The ability of the control system to support
plant chemistry is then tested in closed-loop simulations.

Developing process models is time-consuming and costly, therefore the majority of them
are kept proprietary. Additionally, running complex process simulations requires highly-
specialized software, which is also often kept proprietary or available with expensive licenses.
For these reasons, the number of open-source models of realistic industrial processes is
limited (e.g., [63, 16, 38, 8]). However, such public models allow researchers to focus on
industry-relevant problems and to allow the comparison of research results.

To support open-source research, we combined two public models, Tennessee
Eastman and Vinyl Acetate into an open-source experimental framework which
we called Damn Vulnerable Chemical Process (DVCP) [122, 123].

The naming of the framework follows the naming of two well-known “damn vulnerable”
frameworks from the IT security domain, namely Damn Vulnerable Linux (DVL) [195] and
Damn Vulnerable Web Application (DVWA) [210]. These frameworks are intentionally
vulnerable Linux distribution and web applications, created to study a variety of security
topics and legally practice exploitation techniques in a controlled environment.

Since the control strategies for both plant models were designed without considering
any potential malicious interaction with the plant, it makes them a suitable test case for
researching what it takes to convert a cyber attack into a successful cyber-physical attack.
The frameworks can be utilized for Red-Team (offensive) type of research questions such as
the discovery of novel attack vectors, designing individual attack instances and complex
coordinated attacks. Consequently the “defenders” can study the resilience of processes to
cyber attacks, develop and evaluate risk assessment methods, robust control algorithms,
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attack detecting techniques, etc. The framework can be used as a standalone experimental
environment or as a physical layer in a distributed industrial control system testbed, e.g.
as implemented National Institute for Standard and Technology (NIST) [175, 30]. The
main objective of the testbed design was “to emulate real-world industrial systems as closely
as possible without replicating an entire plant or assembly system”. Figure C.4 shows a
high-level architecture of the testbed with the Tennessee Eastman process. The testbed was
conceived to serve as a guide on how to implement security safeguards effectively without
negatively affecting process performance and to measure the performance of industrial
control systems while undergoing a cyber-attack, with resiliency being a central focus of the
experimentation.

Figure C.4: Distributed industrial control system testbed with TE process [175]

C.2 Conclusions
Software-based testbeds are frequently seen as less credible for scientific research. This
opinion is predominately caused by the perceived reduced complexity of the simulated
environments and assumed limited implementation of real-world behaviors. While this
assessment might be valid for certain research areas or specific research questions, in
the process- and control engineering fields, simulation-based testing environments have
become the primary type of experimental testbeds. With the help of specialized software,
engineers can model and simulate dynamic behaviors of physical processes and equipment
with the required degree of fidelity. This allows for conducting cost-effective and safe
“trial and error” type of experimental activities. Working with the combination of control
equipment/protocols and the physical process can be arduous. Once a cyber vulnerability
is understood it is easier to abstract its potential impact and to apply it directly to the



C.2 Conclusions 133

process model. Owing to an elaborate emulation of the physical and control layers of a
cyber-physical system, the framework allows to abstract from the research factors specific
to the cyber layer and concentrate on the aspects which are intrinsic to control- and process
engineering.

The past few years were marked by the active development of various types of experi-
mental, testing and visualization platforms to support the growing needs of the ICS security
industry in research, education and testing. The emerging trends include 3D visualization
and gamification, cyber ranges and digital twins. It is expected that these technologies will
further stimulate progress in the cyber-physical security discipline. In our research, we use a
realistic model/simulation of the Vinyl Acetate Monomer plant with its underlining control
infrastructure. Since the plant design and control strategy was designed “without security
in mind”, it makes it suitable for researching what it takes to convert a cyber attack into a
successful cyber-physical attack.
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