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Preface

The number of internet users has increased dramatically during the last 
few decades. The improvement in internet speed and the drop in the price 
of using it has contributed to this expansion. With the advent of the inter-
net, billions of individuals are now able to go online. The growth of the 
internet has given rise to a number of new industries, like social media 
and online financial services, which have been effective in attracting online 
customers. In addition, new technologies like the Internet of Things and 
the Industrial Internet of Things have emerged as a result of the high-speed 
internet boom.

The whole ecosystem of government services and governance may now be 
found online, thanks to the high-speed internet. The internet is now widely 
used in both the military and the healthcare industries. Wearable healthcare 
devices have been developed as a result of combining the Internet of Things 
with the healthcare industry and these are useful for monitoring the health 
of those who use them.

As the internet is a very open and unprotected method of communication, 
it has attracted numerous miscreants with nefarious purposes. These crimi-
nals have made repeated attempts to get information and misuse it. Hence, 
the number of cyber-attacks and cybercrimes has increased exponentially 
with the growth of high-speed internet users. Cyber security is a significant 
issue in this setting that needs in-depth research and analysis.

The advent of technologies like machine learning, deep learning, artifi-
cial intelligence and blockchain have brought about a paradigm shift in the 
way security issues are handled. Incorporating these technologies in differ-
ent aspects of cyber security has increased the robustness of various security 
mechanisms. Hence, the main aim of the book is to study the impact of these 
technologies on cyber security.

Authentication and access control are ways in which a layer of security can 
be implemented, and, hence, studying the same is important. The employ-
ment and the impact of state-of-the-art technologies like machine learning, 
deep learning, artificial intelligence and blockchain in different fields are also 
studied and covered.

The book is divided into a number of sections to arrange its contents 
effectively. The themes discussed vary from the requirements of technolo-
gies like machine learning, deep learning and blockchain in many areas 
to the usefulness of these technologies in cyber security. The book also 
offers new developments and research concerns relevant to the subject. 



viii Preface

Hence, editors have worked to achieve completeness and coverage of the 
domain’s range.

Eleven chapters make up the book, and address themes like comprehend-
ing the importance of machine learning and deep learning, as well as how 
these technologies – along with blockchain – can be critical to many aspects 
of cyber security.
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1.1  Introduction

Machine learning (ML) is a buzzword in today’s world. Every application is 
being built, rebuilt and reinvented keeping machine learning in mind. This 
thought process gained impetus when programs were written in a manner 
different from the traditional approach and according to the demands and 
requirements of the users.

The traditional approach consisted of developing systems through a set of 
instructions. The instructions usually consisted of an IF-THEN-ELSE struc-
ture, where when certain conditions were met, the program would execute a 
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specific action. These instructions gathered different sets of input parameters, 
enabled the computer to process them and further transform them into the 
desired output. The outputs obtained would either be stored in the memory 
for further use or displayed to the user.

Machine learning, on the other hand, is said to be an advancement in the 
way computer programs are written. Machine learning programs are auto-
mated processes that enable machines to self-learn, solve problems with little 
or no human input and take actions based on past observations. Therefore, 
ML programs learn by themselves, without being explicitly programmed 
from the existing (training) data and improve themselves over time [1].

For example, once machines are taught to differentiate between apples and 
pears, by showing them examples of fruit, the machine will automatically 
start identifying and labeling fruits by themselves. This would only be pos-
sible if they have learned to differentiate between the fruits through proper 
datasets and accurate training examples [2].

Thus, machine learning programs can be put to work for a number of 
applications [3] such as automated translation [4], image recognition, traf-
fic prediction, product recommendations [5], chatbot development [6], email 
spam and malware filtering, voice search technology, emotion detection 
[7], in the medical domain [8–10], self-driving cars, online fraud detection, 
identifying cyber bullies [11, 12], prediction and identification of diseases in 
plants [13], cyber security and many more. These applications utilize vari-
ous techniques in terms of the supervised, unsupervised, reinforcement and 
semi-supervised techniques of ML [14].

1.2  Importance of ML Techniques in Cyber Security

Cyber security is considered to be a set of technologies, processes and con-
trols that are applied to protect systems, networks, programs, devices and 
data from cyber attacks. Cyber attacks are said to be automated attacks that 
aim to exploit and destroy the smooth functioning of the systems.

1.2.1  Common Vulnerabilities

Common cyber threats include [15, 16]:

 • Malware, such as ransomware, botnet software, remote access 
Trojans, rootkits and bootkits, spyware, Trojans, viruses and worms.

 • Backdoors, which allow remote access.
 • Formjacking, which inserts malicious code into online forms.
 • Cryptojacking, which installs illicit cryptocurrency mining software.
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 • DDoS (distributed denial-of-service) attacks which flood servers, 
systems and networks with traffic.

 • DNS (domain name system) poisoning attacks which compromise 
the DNS to redirect traffic to malicious sites.

 • Phishing, which includes baiting the victims into revealing personal 
information.

Since there are cyber-attacks, there are mechanisms to protect the systems. 
One way of dealing with them is the utilization of machine learning and 
deep learning to protect the network as well as the systems. These cyber-
attacks can be prevented by blocking malware and phishing threats as well 
as identifying vulnerabilities and the utilization of machine learning and 
deep learning forms one of the main pillars that guarantees data and infor-
mation security.

It is also important to note that these machine learning and deep learning 
techniques play a very important role in identifying and mitigating cyber-
attacks. Some of the attacks and their machine learning/deep learning coun-
ters are discussed in this book.

1.2.2  Assets That Need to Be Protected

Some of the assets that require an active protection mechanism include:

 1. Critical infrastructure: The critical infrastructure in an organization 
is considered to be most vulnerable to attack as compared to other 
systems that rely on older software. These organizations need to 
implement appropriate measures to manage the security risks.

 2. Network: Networks within the organization, such as the operating 
systems, servers, hosts, firewalls, wireless access points, network 
protocols and so on, need to be made secure from cyber-attacks [17].

 3. Cloud: Securing data, applications and infrastructure in the cloud is 
also an important way for assets to be protected [18].

 4. IoT (Internet of Things): Devices connected to the internet also need 
to be secured. If such devices are connected in an IoT environment, 
this would require securing these smart devices and networks.

 5. Applications: Vulnerabilities resulting from insecure development 
processes in designing and coding must also be taken care of.

1.2.3  Role of Machine Learning in Cyber Security

In order to provide security, the cyber security system needs to identify and 
analyze the symptoms. These can be used further to learn similar types of 
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patterns observed previously. They can then be utilized to prevent similar 
attacks and respond to changing behavior. Machine learning algorithms can 
be trained to perform these tasks, learn and optimize pattern identification, 
respond to active attacks in real time, develop patterns and manipulate those 
patterns with algorithms. To perform all of this, the underlying data has to 
be complete, relevant, rich and accurate to represent as many potential out-
comes from as many potential scenarios as possible. The data has to be rich 
enough to provide details about machines, applications, protocols and net-
work sensors. This rich data can then be used to build different models and 
different aspects of the behavior. Various algorithms can then be developed 
to make decisions about when to issue alerts, when to take action to respond 
to potential threats and so forth.

The primary objective of developing and applying machine learning in 
cyber security is to make the process of malware detection more actionable, 
scalable and effective than traditional approaches. Support vector machines 
and Bayesian classification techniques of machine learning help in mitigat-
ing cyber-attacks, detect hidden trends and build a data-driven machine 
learning model to prevent attacks. Similar to this, many machine learning 
and deep learning algorithms can be effectively used in different arenas of 
cyber security.

Machine learning techniques used for cybersecurity include:

 • Supervised learning: In this, the model relies on the patterns avail-
able in the dataset. It then uses these internal patterns to group the 
data into different categories. Examples include: K-means, sequen-
tial pattern mining, DB scan, a priori algorithm, classification and 
regression methods. These task-based methods are used for classify-
ing or predicting the target variable for a particular security threat, 
denial-of-service (DoS) attack (yes, no) or identifying distinct labels 
of network risks, such as scanning and spoofing.

 • Unsupervised learning: The aim of unsupervised learning, or data-
driven learning is to uncover patterns, structures or relevant infor-
mation in unlabeled data. Clustering techniques can be utilized to 
discover hidden patterns, spot anomalies and policy violations.

1.3  Stages of a Cyber-Attack

Cyber-attacks are divided into five phases. These include [19]:

 1. Reconnaissance or preparation phase of the attack: In this the attacker 
utilizes phishing or malicious calls, also known as social engineering 
attacks. Machine learning algorithms can look for email signatures 
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and voice phishing attacks, detect malicious or phishing email signa-
tures and flag and block them. Machine learning can further be used 
to scan any external devices that are connected and prevent malicious 
software from being moved to the computers of the organization. 
Rule-based machine learning algorithms can be used to recommend a 
list of passwords that can be used to prevent unauthorized access.

 2. Scan or weaponization: In this phase, the attacker exploits the vulner-
abilities of the target system using automated tools. Learning-based 
penetration tests using ML algorithms can be used to automatically 
determine the weaknesses prior to the attacks.

 3. Attack: Attacks such as spam detection, malware detection, denial-
of-service attacks, network anomaly detection, identity theft detec-
tion, information leakage detection and social media analytics can be 
prevented through use of ML algorithms. A number of algorithms 
such as linear regression, polynomial regression, logistic regression, 
naïve Bayes classifier, support vector machine, decision tree, nearest 
neighbor, clustering, dimensionality reduction, linear discriminant 
analysis and boosting can be used to provide cyber security.

 4. Maintain access: In this phase, malware such as Trojans, backdoor or 
emotions are used by the attacker to maintain access to the systems. 
Machine learning algorithms such as support vector machines can 
be used to detect malware traffic packets when the malware contacts 
the attacker and vice versa. Various clustering algorithms such as 
K-means, DBSCAN and Hierarchical can also be used for malware, 
phishing attacks, side-channel attack detection and spam filtering.

 5. Cover tracks and hiding: In this phase, the attacker specifies a 
requirement not to be tracked. Deceptive training data make the 
algorithm inefficient. This process of forging training data is called 
adversarial machine learning (AML). Improved machine learning 
techniques can act as a measure against adversarial attacks.

Similar to how these learning techniques can be used for aiding at different 
stages of cyber-attacks, these machine learning and deep learning techniques 
can also be used for effective mitigation at every stage of the cyber-attack.

1.4  Conclusion

Securing cyber space is an important job that needs special attention. With 
the advent of intelligent technologies like machine learning and blockchain, 
the attackers have been become smarter. Nonetheless, these technologies can 
be effectively leveraged into making defense mechanisms smarter as well.
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This chapter focused on how machine learning and deep learning tech-
niques can be effectively used at different levels in the cyber security space, 
from different threats and attacks to stages in cyber security attacks, these 
learning approaches have a very important role to play. Apart from these 
learning approaches and techniques, other recent technologies like block-
chain also play an important role in the field of cyber security.
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2.1  Introduction

Machine learning (ML) comes within the scope of artificial intelligence, in 
which machines replicate people’s abilities. Machine learning is very well 
known in data processing [1] and ML techniques are based on two condi-
tions: (1) testing data, and (2) training data. The system receives training 
openly from records and experiences. Using training data, tests are applied 
on dissimilar types of data and then requisite ML algorithms are applied. 
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The primary aim is to allow the computers to learn automatically, either from 
available types of data or from past experiences, without human interven-
tion or assistance and adjust its actions accordingly.

There are several application areas of machine learning. Many researchers 
have successfully developed and implemented different working models of 
the following ML applications:

 • Online fraud detection
 • Traffic prediction
 • Image recognition
 • Speech recognition
 • Self-driving cars
 • Email spam and malware filtering
 • Virtual personal assistant
 • Automatic language translation

Though there are several application areas of machine learning, recently, 
its use in healthcare is developing far and wide and is helping patients 
and clinicians in many different ways. The most common uses of machine 
learning in the healthcare domain are in automating medical billing, clini-
cal decision support and the development of clinical care guidelines [2]. 
More attention is being drawn to the automatic decision support systems 
which help physicians to diagnose any health abnormality accurately and 
to detect any disease in earlier stages. We will review some of the com-
mon diseases and abnormalities, where machine learning techniques are 
found to be very useful in accurate and appropriate diagnostic and deci-
sion making.

The modern healthcare system also faces major security threats due to 
highly sensitive data usage. There are numerous cases where we need to 
attend to different security issues like network issues, human intruders, data 
theft and many more. We will focus on the most common security issues of 
ML in the healthcare domain.

2.2  Machine Learning Algorithms

Machine learning algorithms are broadly categorized in following four types:

 1. Supervised machine learning algorithms
 2. Unsupervised machine learning algorithms
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 3. Semi-supervised machine learning algorithms
 4. Reinforcement machine learning algorithms

These algorithms are further classified into different methods as shown in 
Figure 2.1 and used according to the requirements of the application.

In the healthcare domain, different ML algorithms are used to solve the 
five typical teething troubles which healthcare givers/practitioners have to 
manage. These can be responded to with the help of different machine learn-
ing algorithms as listed in Table 2.1.

FIGURE 2.1
Classification of ML algorithms [3].

TABLE 2.1

Machine Learning in the Healthcare Domain

Question/Problem in Healthcare ML Algorithm Used to Solve

Is this disease A or B or other? Classification Algorithm
Are the vital signs unusual? Anomaly Detection Algorithm
How much or how many? (count of cells/vitals) Regression Algorithm
How are the patients’ records organized? Clustering Algorithm
What action/treatment should be the next? Reinforcement Learning
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2.3  Machine Learning Models

Machine learning involves creating appropriate models, based on the dif-
ferent problems requiring solutions, which are trained on some training 
data and can then process additional data to make predictions. Various 
models based on different types of algorithms such as supervised, unsu-
pervised or reinforcement learning as shown in Figure 2.1 have been 
used and explored for machine learning and are useful in healthcare sys-
tems [4].

 I. Supervised Learning Algorithms

Some important supervised learning algorithms which are com-
monly used in ML based healthcare systems are discussed first:

Artificial Neural Network (ANN): As shown in Figure 2.2(a), ANN is a 
parallel system which provides absolute, discrete and vector value 
function which is familiar and a realistic approach in the training 
phase. It is useful for learning valid prized, distinct prized and vec-
tor valued functions. This network is similar in nature to a human 
neural system which has neuron elements working to solve definite 
problems [5]. So, ANN gives very good results in solving classifica-
tion problems in healthcare applications but is hardly ever used for 
predictive analysis.

Decision Tree Model (DT): The structure of a DT is a tree-shaped 
graph structure and is used as a classifier. It consists of three 
nodes: (1)root nodes, (2) leaf nodes, and (3) internal nodes. The 
internal node indicates attribute test, the leaf node indicates class 
distribution and the root/origin node is the main node of the tree 
[5]. The DT includes concepts such as node connection and labels 
as shown in Figure 2.2(b) [6]. The DT algorithm helps in making 
correct decisions based on some medical conditions given and, 
hence, is useful for solving regression as well as classification 
problems.

Support Vector Machine (SVM): An SVM is a supervised ML technique 
that helps in the distribution of a variety of data by sorting the hyper 
plane. The SVM creates the hyper plane in an elevated dimensional 
gap. In this, the samples of training data are divided into positive 
and negative hyper planes [5]. The SVM can be used effectively for 
solving classification as well as regression type of problems in differ-
ent healthcare applications.
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Linear Regression (LR): Linear regression usually tries to find the best-
fit line, which can be used to predict the output more accurately. 
Therefore, supervised machine learning algorithms consisting of 
the regression concept are effectively used in disease prediction. 
The LR concepts are easy to understand and useful for over-fitting 

FIGURE 2.2
(a) ANN model and (b) Decision Tree model.
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by regularization. The limitation of the LR concept is that it is not a 
good fit for nonlinear relationships [6]. In regression we require that 
the output variable should always be continuous or real valued.

Logistic Regression: Logistic regression is popularly used in classification 
problem. It provides the probability results (between 0–1) based on 
input values and, hence, works best on binary classification prob-
lems. In healthcare, logistic regression is mainly used to solve YES/
NO types of problems such as “infected or not infected?” [7].

Naïve Bayes: Naïve Bayes is a family of probabilistic ML algorithms 
based on Bayes theorem and can be used in solving wide-ranging 
classification problems. The Naïve Bayes method performs well 
with huge records which consist of binary and multi-class data. It 
is mainly used for analyzing text and processing natural language 
data [8]. The main advantages of using the Naïve Bayes algorithm 
is that it doesn’t need a large quantity of training data. Also, it can 
handle both continuous as well as discrete data. It is found to be 
highly scalable with the number of predictors and data points. It 
gives fast decisions and, hence, can be used to make predictions in 
real-time.

K-Nearest Neighbor (K-NN): This can find the distance between the 
nearest data labels of the training data and a test data set using K 
values. It is simple and flexible with attributes and distance func-
tions. It can support multi-class data sets and can be used for solv-
ing both regression and classification problems. For classification 
problems, K-NN is the best choice as it is a supervised learning 
algorithm [8]. Although K-NN is the best choice in many applica-
tions, including healthcare, due to its simplicity, its major drawback 
is that the execution speed becomes remarkably slow with growing 
data sizes.

Supervised learning is popularly used for solving classification and regres-
sion-based healthcare issues. Nonetheless, unsupervised and reinforcement 
learning algorithms are also extensively used in the healthcare domain, as 
discussed in the following sections.

 II. Unsupervised Learning Algorithms

Hierarchical Clustering: Clustering is a type of unsupervised machine 
learning algorithm used to create clusters based on different fea-
tures, which subsequently improve the classification model and its 
accuracy. Different clustering techniques have been widely used in 
the healthcare domain for easy and faster diagnosis and prediction 
of various diseases. It provides quick, satisfactory, trustworthy and 
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cost-effective healthcare provisions to the patients. In hierarchical 
clustering each item has one cluster. Thus, for N data items there are 
N clusters. So, the distance (similarities calculated) between the item 
and the cluster is similar [9].

Partitioning Clustering: This is also an unsupervised type of learning 
algorithm. Unlike in supervised learning, there is no labeled data 
used for this type of clustering. It consists of two types – K-Means 
and Fuzzy C-means:

 •  K-Means: This considers the similarities for the division of 
objects to form clusters. This means the features belonging to 
two different clusters cannot be similar. They possess dissimilar 
features. Here, K indicates the number of clusters to be created.

 •  Fuzzy C-means (FCM): Unlike K-means, this method of cluster-
ing allows one object of data to belong to more than one cluster.

The clustering methods discussed here possess an automatic recovery 
mechanism from any kind of failure, without any human intervention. This 
enhances the availability and reliability of the system which is one of the 
most essential features of any healthcare system. But, at the same time it adds 
complexity to the system. The major disadvantage is the inability of the sys-
tem to be recovered from database corruption [10].

 III. Reinforcement Learning

The next category of ML algorithm is reinforcement learning where a 
machine learns from the rewards of feedback and also improves its 
future results. The policy of reinforcement learning from its agents 
can be of following two types:

 •  On Policy: the agent learns from the current action that is 
delivered from the currently used policy, e.g., a SARSA algo-
rithm which learns Q-values from the actions performed by 
current policy.

 •  Off Policy: the agent learns from the action that is delivered 
from any other policy used, e.g., a Q-learning algorithm which 
learns Q-values using a ‘greedy’ approach [11].

Q-Learning: Q-learning is a value-based reinforcement learning model 
that uses a bellman equation for prediction of data. It takes action 
after receiving data from another policy, so it is called an off-pol-
icy algorithm [12]. A Q-table is used to find the best action for each 
learning.
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SARSA (State Action Reward State Action): SARSA and Q-learning 
are very similar concepts. Instead of using a greedy policy like 
Q-learning, SARSA learns the Q-value based on the actions per-
formed by the current policy [13].

DQN (Deep Q Network): Using the neural network model, the DQN cal-
culates the Q-function. For calculation it uses the present value of Q 
as an input, so the output is the Q-value of each task [13].

Transductive Methods: In transductive methods, there is no difference 
between the training phase and the testing phase except that they 
use the prediction input of the training data. This type of method 
does not build a classifier for the whole input [9].

Self-Training: At the start of the self-training method, a classifier based 
on supervised learning is formed on a trained label set of data and 
the remaining data is used to gain predictions for an unlabeled set of 
data. Then, the resulting unlabeled data are added into the labeled 
data. After that, the supervised algorithm uses both of these data, 
which are labeled and unlabeled, to get the new version of data [14].

Figure 2.3 shows the comparative usage of popular ML algorithms in the 
medical domain. The data is generated by searching PubMed for machine 
learning algorithms in healthcare. It clearly indicates that the supervised ML 
algorithms – SVM and Artificial Neural Network are widely used in health-
care domain as compared to other ML algorithms.

FIGURE 2.3
Comparative usage of popular machine learning algorithms in the healthcare domain.
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2.4  Disease Detection Using ML

Nowadays, machine learning is recognized as an expert way to diagnose 
various diseases because of its ability to give instant and precise results. 
Many medical practitioners can take the decisions in the early stages of a dis-
ease before it leads to any critical condition. In this section, we discuss some 
common diseases which can be diagnosed and treated in the early stages 
using the machine learning methods and algorithms that we have discussed 
in earlier sections.

2.4.1  Thyroid Disease

Survey [15] states that ten out of hundred humans are suffering from thyroid 
disease. Thyroid glands regulate essential body functions like inhalation, body 
weight, breathing and also the strength of the muscles. The two active hor-
mones of thyroid, namely, thyroxin and triiodothyronine affect creation of pro-
tein and energy, body temperature and regulation of the human body. If the 
thyroid gland gets infected, then the human body loses essential control and, 
thus, may be dangerous for many patients. The thyroid can be the root cause 
behind various body disorders such as increase in sugar levels, cholesterol lev-
els, low fertility and mental health among others. Four major categories of thy-
roid disorder are: hyperthyroid, hypothyroid, euthyroid and sick euthyroid.

2.4.1.1  Methodology

Figure 2.4 shows the architecture of thyroid prediction where different ana-
lyzing algorithms can be used for prediction. Different researchers imple-
ment different analyzing algorithms; following are the most commonly used 
methods in thyroid disorder detection:

SVM: The SVM method gives 90–93% accuracy on given data, using 
the recursive elimination function, so it helps doctors to differentiate 
patients into four classes and plan their treatment accordingly [16]. As 
discussed in Section 2.3, the SVM method uses the hyper plane concept 
for making decisions [17]. Most researchers use the SVM as a thyroid 
detection technique as it gives better results on any given data com-
pared with other techniques.

Logistic Regression Classification: The logistic regression classification clas-
sifies the data based on the sigmoid function. On evaluating the logistic 
regression classifier on this thyroid data set, it shows a validation mis-
classification percentage of 18.76% and test misclassification percentage 
of 15.6% [18]. Using this logistic regression, we can get 80–85% accu-
racy on data.
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As an end result we can state that the SVM gives accuracy levels superior 
to any other algorithm in thyroid detection.

2.4.2  Heart Disease

Heart disease is one of the most significant causes of mortality in the world 
today. Prediction of cardiovascular disease is a critical challenge in the area 
of clinical data analysis. Identifying heart disease is very difficult because 
of other threat factors to the human body like cholesterol, sugar, and blood 
pressure levels. The heart controls the flow of the blood in the blood vessels. 
This provides oxygen and different types of nutrients to the body and also 
removes the waste through the blood. Lack of blood in the body is life threat-
ening because the patient can slip into a critical condition. For the detection 
of heart disease, different techniques like ANN and data mining, among 
others, can be implemented [19]. Table 2.2 shows heart disease hazard fac-
tors and various symptoms that are to be considered in the detection of heart 
attacks.

FIGURE 2.4
Architecture of thyroid prediction [4].
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2.4.2.1  Methodology

The following different methodologies are useful in the detection and diag-
nosis of heart disease:

Naïve Bayes: The Naïve Bayes method differentiates the data using the 
Bayes theorem. The Bayes theorem uses the probability function to cal-
culate the data. The Bayes function requires self-governing postulation 
and self-sufficient variables [21]. The accuracy level of the Naïve Bayes 
method in heart disease prediction is 85–86% [22].

Decision Tree Algorithm: The DT algorithm is used to create a training model 
in the form of a tree structure, which is based on preceding data, to cal-
culate the class or target variables of novel data with the help of a DT 
algorithm. The accuracy level of prediction of this algorithm is superior 
to the other algorithms. The reason behind the higher accuracy is its 
analysis of each and every node during calculations. As discussed in 
Section 2.3, DT can analyze the data using three nodes – root, internal 
and leaf nodes [21]. The DT model predicts heart disease in patients 
with a precision level of 90–92% [22].

Thus, we conclude that the DT algorithm is the best choice for handling 
data regarding heart disease detection. In addition, it gives better results 
than the Naïve Bayes algorithm.

2.4.3  Breast Cancer

Breast cancer nowadays occurs very commonly among women and is 
becoming one of the most common causes of death in women. It has been 
proven that early detection and proper treatment can significantly increase 
the rate of survival. Mammography is a common test for diagnosing breast 
cancer. Mammograms are the films produced by a radiologist with the help 

TABLE 2.2

Heart Disease Causative Factors and Their Symptoms [16]

Heart Disease Hazard Factor Heart Attack Symptoms

High cholesterol Shortness of breath
High blood pressure Pain in chest and anxiety
Diabetics Ice-cold sweat and instability
Consuming too much alcohol Uneven or fast heart beats
Being overweight Anomalous pain
Smoking Coronary vein disease
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of a specialized device. Using mammogram reports, doctors can diagnose 
the stage of the disease and can start treatment immediately. Common 
limits in breast cancer are tumors. A tumor can be one of two types: non-
cancerous (benign), or cancerous (malignant), and can be detected in self-
examination [23].

2.4.3.1  Methodology

The breast cancer system comprises four parts: (1) preprocessing, (2) features 
abstraction, (3) classification, and (4) data training and data testing. Using 
methods such as the support vector machine (SVM), Decision Tree (DT), or 
Naïve Bayes, the report can be segregated into normal or cancerous images. 
Then, extracted input is passed to ML algorithms like the support vector 
machine, Gaussian method and so forth [24].

Most research papers consist of two main parts: (1) prediction models 
and (2) preprocessing of data. Researchers have used the random forest 
algorithm, Naive Bayes algorithm, and SVM, among others, for prediction. 
Khuriwal et al. represented the breast cancer model [25]. Many researchers 
now use the breast cancer prediction model as shown in Figure 2.5. The 
breast cancer model consists of label encoder, normalizer and standard 

FIGURE 2.5
Breast cancer model [19].
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scalar algorithm in the preprocessing stage for encoding the unconditional 
features into number values.

Label Encoder is a well-organized tool for encoding the levels of classes 
of features into numeric data. Data normalization is the process of rescaling 
one or more attributes in a range from 0 to 1. Principal Component analysis 
is used to maximize the conflict subsequently to the axis. In most papers, 
authors have used this model mainly with a deviation of 1 [26]. Using the 
breast cancer model clinical experts can detect breast cancer in early stages.

2.4.4  Diabetes

When blood contains increasing levels of sugar due to the confrontation 
of producing insulin in human body, it is called diabetes. It affects various 
organs in the body such as the kidneys, nerves and eyes if it is not promptly 
diagnosed [6]. For early detection of diabetes various ML algorithms can 
used, such as:

 • Logistic Regression
 • Naïve Bayes
 • Stochastic Gradient Descent
 • K-Nearest Neighbors
 • Decision Tree
 • Random Forest
 • Support Vector Machine [26].

2.4.4.1  Methodology

Various ML techniques are extremely efficient methods for the early detec-
tion of diabetes as they have great classification ability. Some methods are 
discussed here [21]:

Adaboost: This is the first successful algorithm in diabetes detection and 
was developed for classification in binary form. It highlights classifica-
tion problems and converts weak classification into stronger forms. This 
algorithm is based on the Decision Tree because the DT uses a tree struc-
ture and as trees are small in shape it simplifies decision making [26].

Bagging: The major purposes of bagging are for types of classification and 
regression techniques [27].

Random Forest (RF): Random forest is also used widely in classification 
and regression techniques [6]. By using a given sample, a random 
sample of the trained trees is created. It gives an accuracy level of 
86–87% [36].
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Thus, we conclude that for diabetes prediction and detection, the random 
forest (RF) algorithm gives better results when compared with the others.

2.4.5  Voice Disorder

Voice disorders are often encountered in patients like children, teachers and 
singers and even in normal people after some serious health problems, but 
is often neglected as it is not a life-threatening disease. Voice disorders can 
be detected and rectified using ML where some neural features are extracted 
from voice recordings. Voice recordings can be divided into two parts such 
as normal and pathological voice. The results show the common feasibility 
of deep learning and feature learning for the automatic recognition of voice 
disorders [28].

2.4.5.1  Methodology

The Convolutional Neural Network (CNN) is the most widely used deep 
learning technique. It is composed of many convolution layers and pool-
ing layers and is popular for speech recognition and instrument detection 
using image classification. These images are passed to the Melspectrogram, 
so input can go through multiple layers for result calculation. The output 
received from the Softmax function, which can forecast the probabilities of 
all groups for a data point so this data point, will be assigned to the class 
with the larger possibility. The CNN architecture contains two convolu-
tional layers: (1) pooling layer and (2) multiple layers. In a CNN the layers 
are designed for extraction of features and compared to the raw input repre-
sentation, the learned representation is expected to be more representative. 
After output has been collected from the layers, it is passed to a Support 
Vector Machine SVM [28]. Each input layer ensures that the first layer and 
last layer are processed by a suitable number of bands. So, the input and 
convolutional layers are the same in each band. The top layers of CNN are 
combined with dissimilar structures extracted from the lower layers for the 
end result [29].

Figure 2.6, represents the CNN architecture. In this, the two layers used 
are max pooling and convolutional filters. Using these, we can detect voice 
disorders at an early stage and diagnose patients before they reach a critical 
condition.

In this section we have discussed different ML techniques and effective 
applications in the healthcare domain. We can draw some conclusions from 
the study and use of different ML/DL techniques. It is observed that the 
effectiveness of the method depends on the type and volume of input data. 
Table 2.3 summarizes effective techniques used for the detection of various 
diseases.
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(Continued)

FIGURE 2.6
CNN architecture [32].

TABLE 2.3

ML Technique/Methodology Used in Detection of Disease

Sr. No.
Detection 
of Disease

ML Technique/
Methodology Pros Cons

1 Thyroid SVM [16]
Logistic regression 

classification [18]

SVM method gives 
90–93% accuracy 
on given data 
using the recursive 
elimination 
function so it 
helps doctors to 
differentiate the 
patients into the 
four classes and 
plan their treatment 
accordingly.

SVM requires 
higher 
training time 
and hence, 
does not work 
on larger 
datasets.

Does not 
perform 
well with 
overlapping 
classes.
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2.5  Security in Machine Learning/Deep 
Learning (ML/DL) for Healthcare

In this section, we investigate some major security issues of ML models 
in the healthcare domain and discuss various associated challenges [29]. 
Healthcare systems possess sensitive data related to patients’ vital signs, and 
hence, have to confront various causes of vulnerabilities at all of these stages. 
Different types of security challenges at each stage of the pipeline for data-
driven predictive clinical care are shown in Figure 2.7 [30].

Vulnerabilities in Data Collection: Clinical decision support needs a large 
amount of data in the form of patients’ electronic health records (EHRs), 
types of medical imagery and radiology reports and many more. The 

Sr. No.
Detection 
of Disease

ML Technique/
Methodology Pros Cons

2 Heart 
Disease

Decision Tree, Naïve 
Bayes [22]

The Bayes 
theorem uses 
the probability 
function to 
calculate the data.

DT analyzes each 
and every node 
during calculation.

DT takes time to 
calculate each 
and every 
node.

3 Breast 
Cancer

SVM, Naïve Bayes [25]
Decision Tree [24]

SVM & Naïve Bayes 
methods are well-
organized tools for 
encoding the levels 
of classes of features 
into numeric data.

Using these 
methods 
always 
requires 
filter data for 
processing.

4 Diabetes Decision Tree (DT) [27]
Random Forest (RF) [26]

DT and RF highlight 
classification 
problems and 
convert the weak 
classification into 
the stronger.

Converting 
weaker to 
stronger RF 
requires the 
exact data.

5 Voice 
Disorders

CNN, SVM [27] CNN and SVM 
show the common 
feasibility of deep 
learning and 
feature learning 
for automatic 
recognition of 
voice disorders.

These 
approaches 
have high 
dependency 
on the 
training data.

TABLE 2.3 (Continued)
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collection and management of data is absolutely essential and time con-
suming. Collecting, storing and handling of this data requires utmost 
care as it plays a crucial role in diagnosis and further treatment. It is 
highly sensitive as it contains patient-specific personal healthcare 
records. There are many opportunities for, and sources of, vulnerabili-
ties such as environmental and instrumental noise, human error while 
collecting data because of untrained clinical staff and some wrong pro-
cedures of data collection, which directly affect the functionality and 
efficiency of the ML system [31, 33].

FIGURE 2.7
Stages of data-driven clinical care predictions and sources of vulnerabilities at all the stages [30].
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Vulnerabilities Due to Data Annotation: Supervised learning is preferable for 
use in most applications of ML in healthcare systems. It requires a huge 
amount of training data to achieve high accuracy and precision for cor-
rect diagnosis. In supervised learning, in the data training phase, data 
samples need to be assigned specific labels, in a process called ‘anno-
tation’. It must be done correctly for proper results. This is the stage 
where different vulnerabilities may occur, such as data imbalance, data 
biasing and misspecification or wrong data labeling [34].

Vulnerabilities in Model Training: Model training is the most important stage in 
the ML system. The efficacy of decisions made by the system depend solely 
on how the system is trained. For this training, some important training 
parameters, such as learning rate, epochs and batch size must be used 
correctly. At this stage, many vulnerabilities may occur such as wrong or 
incomplete training, ML model poisoning and some privacy breaches due 
to improper selection and use of these training parameters [35].

2.6  Security of ML

We discussed types of vulnerabilities in the previous section. Here, we pro-
vide an outline of ML security predominantly from the viewpoint of the 
healthcare system and will further discuss the security challenges in ML. 
Healthcare systems store and maintain very confidential and important 
data records of patients’ health, which are to be protected essentially from 
increased risk factors like malicious attacks, malware, data breaches and 
viruses. Different data security measures are an essential part of the health-
care industry and protect this subtle and highly sensitive information [36]. At 
the same time, the ML engines which process abundant data need constant 
monitoring of both the network and other system parts for immediate detec-
tion any kind of threat or attack.

2.6.1  Security Threats

As shown in Figure 2.8, there are three broad categories of security threats on 
ML systems namely: (1) influence attacks, (2) security violations, and (3) the 
attack’s specificity [37].

 1. Influence Attacks: Following are the two types of influence attacks:
 a. Causative: This type of attack investigates to gain control over 

training data.
 b. Exploratory: This type of attack exploits incorrect classification 

of the ML model without overriding the model training [27].
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 2. Security Violations: Security is concerned with two issues – the avail-
ability and integrity of the services. There are three types of security 
violations:

 a. Integrity Attack: This tries to increase the false-negative rate of 
the deployed model (classifier) when the model is given harmful 
inputs.

 b. Availability Attack: Contrasting to an integrity attack, this tries 
to achieve an increase in the false-positive rate of the classifier in 
response to benign inputs.

 c. Privacy Violation Attack: This is related to the introduction of 
subtle and confidential information of the training data and 
trained model or both [27].

 3. Attack’s Specificity: There are two ways of defining specificity attacks:
 a. Targeted attack: This type of attack is proposed for some specific 

input samples or a group of samples.
 b. Indiscriminate attack: This causes the ML model to miscarry 

comprehensively [27].

Adversarial ML attacks have resulted from current hard work in the iden-
tification of vulnerabilities in ML model training and conclusion. Adversarial 
attacks are considered to be one of the major security threats to ML systems 
[37]. In general, there are two types of adversarial attacks:

 • Poisoning Attacks: These attacks manipulate the training data while 
training the model. That is, it misleads the training of ML.

 • Evasion Attacks: These attacks are activated during the conclusion 
phase of the learning or training stage [37]. The testing data is influ-
enced by attackers which destroys the integrity of the ML model due 
to harmful inputs.

FIGURE 2.8
A categorization of security threats in ML [35].
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Poisoning attacks are very effective and difficult to detect in healthcare 
applications as they directly manipulate training data. Although it is dif-
ficult to directly manipulate training data, adding new samples into train-
ing data might be relatively easier task. But any such change in training 
data obstructs the applicability of the ML system in healthcare applica-
tions [38].

In ML security and privacy, AML is a major problem for healthcare and 
biometric applications and can cause major unintentional conditions. 
Biometrics are used to protect the systems against fraud and to protect confi-
dential patient records and for added security in medical facilities and equip-
ment [39].

2.7  Conclusion and Future Scope

Health is the topmost priority of any human being and hence, in today’s 
economy, healthcare is one of the fastest growing segments. Technologies 
such as big data, AI and ML have the potential to help both patients and 
healthcare providers by offering better services at lower costs. Many orga-
nizations have already started servicing the healthcare industry and have 
helped to facilitate disease detection and prediction for patients’ correct 
treatment at earlier stages.

In this chapter we have discussed different diseases where ML can help 
to detect and predict the growth of the disease in early stages. We need 
to collect the data in various formats and need to interpret it using ML 
methods like the Decision Tree, Adaboost, Random Forest and SVM. These 
techniques are useful to diagnose the disease promptly, enabling doctors 
to take decisions as soon as possible and start treatment, so that patients 
may recover from the disease more quickly. Thus, machine learning is 
very useful in the healthcare sector. Table 2.4 summarizes a survey to find 
the most effective ML techniques used for specific disease detection and 
prediction.

In future, there will be different ways in which machine learning tech-
niques can be applied for effective disease prediction, diagnosis and treat-
ment, improving overall operations in the healthcare domain. This survey 
will help researchers in disease detection and prediction using more effective 
ML techniques. The increasing number of applications of machine learning 
in healthcare allows us to glimpse a future where data, analysis and innova-
tion work hand-in-hand to help countless patients without them ever real-
izing it.
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3.1  Introduction

There has been a tremendous technological transformation during the past 
few decades. This transformation has left hardly any aspect of human life 
untouched. The main aspects of technological revolution can be consid-
ered as high internet connectivity leading to a sophisticated lifestyle, ease 
in communication and convenience of service. However, this advancement 
also has some associated challenges in terms of security flaws. These secu-
rity flaws may lead to serious consequences in terms of finance, reputation 
and much more if proper security measures are not adopted. Consequently, 
there has been an increase in cybercrime during recent years, which could 
be considered an associated challenge. Cybercrime is not limited to any spe-
cific area but has impacted different sectors like the healthcare, financial and 
educational sectors among others [1]. Hence, considering the wide range of 
cybercrimes, it becomes necessary to understand the associated threats and 
challenges so as to manage them more effectively.

http://dx.doi.org/10.1201/9781003408307-4
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We have witnessed an exponential rise in cybercrime owing to the rapid 
expansion of cyberspace obfuscating the overall impact. As a result, ensur-
ing cyber security has become an extremely complex task and requires 
domain knowledge in terms of analyzing the possible vulnerabilities. To 
this end, different techniques have been employed such as artificial intel-
ligence (AI), machine learning (ML) and advanced data mining. Among 
various approaches, ML has been widely employed in cyber security tech-
niques such as user authentication, intrusion detection system (IDS) and 
malware detection among others. At the same time, blockchain is gaining 
unprecedented acceptance as a technology to develop secured application. 
Following a survey of literature, it is observed that several researchers have 
advocated implementation of blockchain to prevent cyber-attacks based on 
their research and experience.

The sole objective of the cyber-attack is to gain access to the system of the 
victim so that the attacker can perform any unauthorized operations. During 
the pandemic outbreak, there was an exponential rise in cyber-attacks owing 
to increased communication over networks. Worldwide statistics for cyber-
attacks that took place during April 2021 are shown in Table 3.1.

As stated earlier, in order to address the network vulnerabilities, it is 
imperative to understand the possible vulnerabilities and hence, the authors 
present the various types of web-based attacks as follows:

 1. SQL Injection: A Structured Query Language (SQL) injection is a 
web-based attack. In this attack, an attacker inserts malicious code 
(preferably in the form of a query) and forces the exposure of sensi-
tive data from the database.

 2. Cross Site Scripting Attack: In these attacks, attackers insert some 
malicious code into the webpage with the intention to steal the 

TABLE 3.1

Various Types of Attacks and Corresponding Occurrence Percentages [2]

Type of Attack Percentage (%)

Malware 32.3
Unknown 21.7
Account Takeover 14.2
Vulnerability 13.2
Targeted Attack 5.5
Misconfiguration 2.9
Fake Website/Social Network Accounts 1.7
Business Email Compromise 1.4
DDoS 1.4
Others 5.7
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cookies of users. As a result, the malicious script gives the attacker 
cookies for the session, such as log keystrokes.

 3. Malware: This is malicious software intended to destroy a system 
or a network. Elementary software includes viruses, bot, worms, 
Trojans, spyware and ransomware. Generally, malware infects the 
system by users clicking on a hazardous link of an email attachment 
or a hazardous link appearing during software installation that leads 
to stealing sensitive large-scale data and the installation of additional 
spiteful software.

 4. Phishing: Phishing is fraudulent email communication intending to 
steal sensitive personal information like login credentials or credit 
card information, or to install malware on the victim’s system.

 5. Man-in-the-middle: When attackers insert themselves into a two-
party transaction, eavesdropping on the entire communication 
without the knowledge of end parties, it is termed as a man-in-the-
middle attack. In such scenarios, all information passes through the 
attacker.

 6. Denial-of-service: In these attacks, an entire network is flooded 
by sending an infinite number of host requests. Launching a flood 
of attacks slows down the user’s network leading to a distributed-
denial-of-service attack.

 7. Zero-day exploit: This type of attack hits after announcing network 
vulnerability but ahead of implementing the corresponding solution.

 8. Cryptojacking: This is a special type of attack where the attacker 
uses someone else’s computer for producing cryptocurrency for 
the target. To perform the necessary calculations, the attackers will 
install malware on the victim’s computer.

Other than these, some recent cyber-attacks include: AdvisorsBot, Andromeda, 
Cerber, Cryptoloot CNRig, HiddenMiner, Fireball, Nivdort, Iotroop, 
RubyMiner, NotPetya, Trickbot, AdultSwine, WannaCry, and cryptocurrency 
attacks and others that may cause severe damage [3].

In considering the wide range of network vulnerabilities in the cyber 
world, it is evident that cyber security is the most concerning aspect from 
the perspective of national and economic security policies. Recent challenges 
in the field of cyber security are presented in Figure 3.1 and then explained 
further.

 • Ransomware Evolution: This type of malware locks the victim’s 
computer data and may demand ransom for unlocking the data. It 
can target anyone including government offices, banks and small 
entities.
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 • Internet of Things (IoT) Threats: The IoT system is interconnected 
with several physical devices accessible via the internet creating a 
room for imminent security flaws.

 • Artificial Intelligence Expansion: AI builds an intelligent sys-
tem capable of doing any work in a manner similar to humans. 
Nowadays there is a challenge if control of a machine is compro-
mised by a breach in security.

 • Blockchain Revolution: Blockchain technology is a vast global plat-
form which enables cryptocurrencies so as to secure all associated 
security flaws.

 • Serverless Apps Vulnerability: Serverless architecture and apps 
depend on third-party cloud infrastructure. If the serverless apps 
are not hosted with a server, cyber attackers easily spread threats. 
Therefore, this creates a challenging task while using serverless 
applications.

Now it is evident that there are several kinds of attacks that may happen 
in a network and hence, various preventive measures must be adopted to 
minimize network vulnerabilities. In order to measure the efficiency and 
effectiveness of a proposed approach, there are several performance metrics 
which have been widely accepted. Some of these performance measures are 
as follows:

FIGURE 3.1
Challenges in cyber security.
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 • Cost per example (CPE): This calculates the cost of the 
misclassification.

 • Transaction delay: The time lapse between submission of a transac-
tion and its completion.

 • Transaction throughput: The number of transactions committed per 
second.

 • Consensus cost time: The time taken for a transaction to be pro-
cessed and validated.

 • Propagation delay: The time taken to propagate a transaction 
throughput in the blockchain peer-to-peer network.

 • RPC response time: The time required to complete a remote proce-
dure call.

The supremacy of any proposed approach to achieve network security can be 
established by using these metrics.

The authors in this chapter aim to present the roles of machine learning 
and blockchain in controlling cyber-attacks. The chapter has been organized 
into various sections. First, Section 3.1 is dedicated to the role of ML and 
blockchain in cyber security. The scope of machine learning and blockchain 
in cyber security is discussed in Sections 3.2 and 3.3 respectively. The authors 
then propose a hybrid approach that integrates ML and blockchain in Section 
3.4. Finally, the chapter is concluded in Section 3.5 by mentioning the future 
scope of research for potential researchers.

3.2  Machine Learning for Cyber Security

ML has an ability to learn without being explicitly programmed and works 
on the concept of mathematical modeling derived from patterns and the abil-
ity to generate predictions. It has been employed in numerous fields includ-
ing e-commerce and the healthcare, financial and educational sectors, and 
many more. ML can be broadly categorized as supervised and unsupervised 
learning where supervised learning learns to predict using target variables 
while unsupervised learning is patterns-based learning, for example, identi-
fying malwares with similar behavioral patterns.

Machine learning has the potential to give a promising performance in the 
field of cybercrime. Owing to advances in technology and research in related 
fields, it helps to identify and deal with cyber threats. Using machine learn-
ing, use cases for log analysis can be easily detected and mitigated. Some 
ML classification algorithms used in the security domain are: Decision Trees, 
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Support Vector Machines, Random Forest, K-Nearest Neighbor, ensemble 
learning, Bayesian algorithms and clustering algorithms [4].

3.2.1  Threat Model for ML

The threat model for ML, under adversarial settings, specifies the charac-
teristics of the attacks and contains the three layers process as shown in 
Figure 3.2 [5].

 1. Defensive methods layer: This layer takes defensive measures to 
protect from attacks by the following steps:

 • Protection of the training data by isolating and rejecting the 
adversarial sample through data sanitization.

 • ML classifiers are retrained including adversarial samples in 
order to improve robustness and security of the algorithms, so as 
to detect anomalies.

 • In order to assess the security of ML classifiers, a risk assessment 
scheme is used.

 • Several privacy mechanism and homomorphic encryption tech-
niques are used to maintain the confidentiality and the privacy of 
the data [5].

 2. ML layer: This layer contains steps such as data gathering, feature 
extraction, training and testing phases of classifier.

 3. Attack layer: In this layer, an attacker can access the classifier 
through false data injection and stealthy channel attacks. This 
affects the integrity and availability of the models by injecting 
the adversarial samples during training. It uses the homomor-
phic scheme due to high protection and confidentiality. Also, 
the evasion attack breaches the security of model by modifying 
key features of the algorithm and gaining model authority. After 
deployment of the classifier, the attacker may exploit a stolen 
model by sending repeated queries. And finally, during the infer-
ence phase, attacks are classified into black-box attack and white-
box depending upon the knowledge of the attacker model. Strong 
attackers launch white-box attacks, while weak attackers perform 
black-box attacks.

Various researchers have employed ML to prevent cyber-attacks and achieve 
cyber security. Here, authors review various cyber security threats and chal-
lenges in modern society and some proposed solutions to prevent these 
cyber threats, motivated by the work in [1]. The authors discuss the signifi-
cance of cyber security in the current era in [3]. In the same context, authors 
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FIGURE 3.2
Threat model for ML process [5].
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in [4] highlight the use of AI in cyber security. Authors in [5] propose a threat 
model for analyzing numerous adversarial attacks on the ML models and 
investigating the properties of attacks. Authors in [6] proposed a multi-
layered framework to minimize the security issues. Authors in [7] also dis-
cuss an overview of AI techniques to resolve security issues and defending 
mechanisms against attacks, thus, establishing the competence of AI and ML 
in this field.

Authors in [8] propose a secure SaaS Framework for mitigation of attack 
that uses a Deep Belief Network (DBN) along with Median Fitness Oriented 
Sea Lion Optimization technique (MFSLnO) for attack detection. The model 
proposed in [8] yielded a throughput and packet ratio of 89% and 16% 
respectively. A similar problem is also tackled by authors in [9] by present-
ing a novel ML-based security framework related to the IoT domain. In this 
work, attack distribution using data mining helped to gain high performance 
and low-cost attack detection with an accuracy of 99.71%. Authors in [10] 
also review the challenges of ML techniques in terms of mobile and com-
puter network attacks, considering different datasets, tools and evaluation 
metrics. Similarly, authors in [11] show recent and existing attacks and their 
effect using different mitigation approaches.

Authors in [12] propose an AI/ML-based hybrid model to handle secu-
rity issues in the cloud network infrastructure for mitigating IoT cyber 
threats at network and host level. In order to predict response type and 
malware, authors in [13] developed a text-mining-based model that 
works on collected datasets. A comprehensive survey on use of ML in 
cyber security over five years starting from 2013 has been presented by 
authors in [14, 15] and encompasses the basics of cyber-attacks, defenses 
and algorithms.

3.3  Blockchain for Cyber Security

There are several traditional security approaches, however, these conven-
tional approaches are computationally and energetically expensive. As a 
result, they are seldom applicable for the IoT scenario due to scalability issues 
[16]. As a result, the IoT requires light, portable and distributed privacy and 
security solutions, which opens avenues for the deployment of blockchain 
technology in this domain, as it has the potential to address the challenges of 
conventional methods.

Blockchain technology is the most prevalent topic in the recent era, but 
its definition is not standardized. Among various definitions, some widely 
accepted definitions are as follows:
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 • Distributed ledger with confirmed blocks organized in an append-
only, sequential chain using cryptographic links [17] iso.org 
(iso:std:iso:22739)

 • Tamper evident and tamper resistant digital ledgers implemented in 
a distributed fashion (i.e., without a central repository) and usually 
without a central authority (i.e., a bank, company, or government) 
[16] NIST (NISTIR 8202)

 • A type of Distributed Ledger Technology (DLT) where transactions 
are recorded with an immutable cryptographic signature called 
a hash. The transactions are then grouped in blocks and each new 
block includes a hash of the previous one, chaining them together, 
hence why distributed ledgers are often called blockchains [18].

From the definitions of blockchain, it is clear that it is a distributed comput-
ing network that serves as a public ledger as well as a platform for secure 
transmission without the use of a third party. Blockchain is a technology that 
allows digital exchanging of money, just as the internet does. Any kind of 
data from currencies to land property or votes can be tokenized, stored and 
shared on a blockchain network. Blockchain technology was first manifested 
by Santoshi Nakamoto in 2009 with the Bitcoin application [19] as a peer-to-
peer electronic cash system. Later, it gained tremendous popularity owing to 
its immunity to any interference by a third party. Currently, blockchain is not 
restricted to its application in bitcoin or cryptocurrency. Today, blockchain is 
evolving and it is observed in various applications and domains like govern-
ment, the IoT, AI and so on.

Apart from numerous fields, blockchain has also emerged as a new weapon 
in cyber security [17]. The features of the blockchain are attractive in order to 
handle various security attacks as discussed above. The application of block-
chain in cyber security is feasible owing to its feature of being a distributed 
ledger technology which is used to create trust between untrusted parties 
and works as a robust cyber security technology. Another exciting feature of 
blockchain is the security of private messages, which is a challenging task 
in this era of social media. For the same reason, blockchain can be used to 
form a unified API framework that enables cross-messenger communication 
capabilities. This is achieved owing to the InterPlanetary File System (IPFS) 
in blockchain that handles huge data with timestamp and secured metadata 
in blockchain. This IPFS structure of blockchain makes it nearly impossible 
for hackers to penetrate the data storage systems, thus, maintaining the data 
integrity.

A systematic literature review of blockchain in the field of cyber security 
is given in [20] where authors discuss various types of blockchain research 
areas as shown in Table 3.2.

http://iso.org
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According to a Gartner survey, IoT device consumption is expected to rise 
up to 25 billion which will eventually lure attackers to also try their hands 
at various security attacks that may lead to loss of finance or reputation. 
Blockchain comes to the rescue in such applications as it enables decen-
tralization of the administration [21, 22]. Various renowned companies like 
Walmart, IBM, Microsoft and MasterCard, among others, have been utilizing 
blockchain for maintaining data security. Additionally, various IoT enabled 
companies have been adopting blockchain technology for enhanced security 
of their networks as it has proven its competence in handling various kind 
of security attacks.

As per the authors in [23, 24], blockchain has emerged as the best solution 
for DDoS attacks when combined with other methods. For instance, virtual 
artificial blockchain and deep learning and blockchain have the potential to 
provide defense against even DDoS attacks. The competence of blockchain-
based solutions to mitigate DDoS attacks is also demonstrated by the authors 
in [25]. However, scalability and cost are found to be two prime concerns for 
the proposed model which need to be addressed.

The authors in [26] also present applications of blockchain in security-
related use cases, by analyzing different aspects such as backup and recov-
ery, threat intelligence and content delivery networks. Further, the usage of 
blockchain in reference to cyber-threats in Industry 4.0 has been discussed 
in [27]. In [27], the authors propose classification of cyber-attacks based on 
cover scanning, local to remote, power of root and denial of service (DoS) in 
Industry 4.0.

The employment of blockchain in cyber security has also been accepted 
by the authors in [28] as they propose a secure distributed model that facili-
tates cyber threat intelligence (CTI) sharing platform based on a private 

TABLE 3.2

Blockchain Cyber Security Application Areas of Research [20]

Application Areas Percentage (%)

IoT 45
Networks 10
Data Storage and Sharing 16
PKI 7
Data Privacy 7
Web 3
WiFi 3
DNS 6
Malware 3
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blockchain. The proposed model addresses generic CTI collaboration issues 
and enhances the defense against perspective threats, thus, mitigating the 
DDoS attacks.

The usage of blockchain has been integrated with other approaches to 
enhance the efficiency of secured models. For instance, the authors in [29] 
propose a deep autoencoder neural network which is supported by block-
chain. The proposed model is used for classification and management of 
attack incidents. In the proposed model, authors use a blockchain-based 
smart contract technique that provides an automated trusted system 
and allows automatic acquisition, classification and enrichment of inci-
dent data. Further, it is demonstrated that the proposed technique can be 
applied to support incident handling tasks performed by security opera-
tion centers.

It can be drawn from the above discussion that blockchain brings major 
advantages to the security world as follows [30]:

 1. Tamper Proofing: This is achieved by the unique data structure of 
blockchain and the corresponding writing mechanism. In block-
chain, due to consensus algorithm, any writing operation requires 
approval of a specific percentage of users which is generally more 
than 50%. As a result, in order to perform any adverse operation, 
the attacker has to gain control over more than 50% of the nodes, 
and that requires stronger computing power, thus, making it tamper 
proof.

 2. Disaster Recovery: In blockchain, each user keeps a full copy of 
the data. Although it leads to redundancy to some extent, this 
redundancy is bearable as it provides a reliable and fault tolerant 
network.

 3. Privacy Protection: Blockchain uses asymmetric encryption mecha-
nisms to allow users to use their own private keys to encrypt data. 
This private key has no dependence on the user’s real identity, and 
hence, blockchain obtains data security while preserving user ano-
nymity and privacy.

From the above discussion, we can observe that blockchain is gaining wide-
spread acceptance as an efficient technology for maintaining inherent data 
security and effective privacy. This is creating another concern as expansion 
of application of this technology is inviting more and more novel security 
threats targeted on the blockchain [31]. Hence, it is now time for researchers 
to focus on strengthening the security of blockchain. For the same reason, a 
threat model has been presented in Section 3.3.1.
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3.3.1  Threat Model for Blockchain

The generic architecture of a blockchain-based cyber threat intelligence sys-
tem consists of a three layer process, as shown in Figure 3.3 [32].

 1. User Layer: This layer consists of consumers and contributors as 
users. The layer basically intends to collect data from the user’s envi-
ronment, such as firewalls and IPS. This layer enables the sharing 
of threat-related data which is observed with reference to standard 
specifications. Additionally, the user can use a data parser in order 
to collect and pre-process the data pertaining to the user’s environ-
ment, which can also be considered as an extension of the environ-
ment’s security system.

 2. Blockchain Network Layer: The proposed framework employs 
blockchain for efficiently managing and sharing data. This layer 
consists of storage nodes and miner nodes. When security related 

FIGURE 3.3
Threat model for blockchain system [32].
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data is fetched or written to the user layer, information is also sent 
to the blockchain network. Miner nodes get rewarded by checking 
user’s requests. Further, smart contracts are used to process any data 
pertaining to users that need to fetch data from feeds, thus, ensuring 
the traceability and integrity of the data.

 3. Feed Layer: This layer provides information related to cyber threat 
intelligence to consumers in the list. Here, each feed has its data 
evaluation function that collects data reported to the blockchain net-
work, in addition to determining the validity of the collected data. 
Further, the feed may also generate a warning regarding data con-
tributor if it is obtained from a malicious party, thus, lowering con-
fidence in the malicious contributor. Consequently, the evaluation 
function of feeds decreases, which makes the contribution of mali-
cious user nearly impossible.

Various applications and related cyber security attacks which can be handled 
by blockchain are demonstrated in Figure 3.4.

Now, after discussing the threat models for ML and cyber security, authors 
present a comparative study in Table 3.3 to enhance the understanding of the 
readers.

FIGURE 3.4
Application areas, cyber security attacks and blockchain characteristics as solutions.
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From the above comparative study, it is obvious that although there are 
plenty of approaches for preventing cyber-attacks, each approach has its 
own associated challenges. Hence, the authors in this chapter propose inte-
gration of ML and blockchain for mitigating the network attacks as discussed 
in the subsequent section.

TABLE 3.3

Comparative Study

Title Findings Limitations Mitigation

Blockchain-based DDoS 
mitigation using ML 
techniques [33]

Identify if the 
incoming packet 
is malicious or not 
using ML and store 
the blacklisted 
IP address using 
blockchain

Mitigate DDoS 
attacks using 
blockchain and ML

ML adoption in 
blockchain-based 
smart applications: The 
challenges, and a way 
forward [34]

Use ML and 
blockchain in smart 
applications

Infrastructure 
availability, 
quantum 
resilience and 
privacy issues

A blockchain solution 
for enhancing cyber 
security defense of 
IoT [35]

The decentralized 
structure to 
support cyber 
security defense 
mechanisms in 
smart cities of 
system

High cost To reduce the cost of 
gas value, can use 
private blockchain 
network

A use case in cyber 
security based in 
blockchain to deal 
with the security 
and privacy of citizens’ 
and smart cities’ 
cyberinfrastructures [36]

Smart city with IoT 
used to overcome 
failures and 
cyberinfrastructure 
hacker’s attacks

Scalability 
and social 
acceptance

Scalability can 
improve with 
lightened network, 
need to regulate 
social laws

Application of rank-
weight methods to 
blockchain cyber 
security vulnerability 
assessment 
framework [37]

NIST cyber security 
framework 
used enhanced 
cyber security 
vulnerabilities 
using various rank-
weight methods

Not in real time 
use, subjective 
analysis 
required at 
initial stages

Can integrate 
various methods 
into proposed 
framework
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3.4  Proposed Approach

Authors in this chapter propose a hybrid approach that integrates ML and 
blockchain in order to mitigate cyber security threats. An attacker always 
aims to unveil network vulnerabilities in order to initiate an attack, whereas 
researchers focus on devising new solutions and approaches to prevent 
attacks. Now, from the above discussion, it is evident that emerging technol-
ogies like ML and blockchain open new avenues for enhancing cyber secu-
rity and protecting data privacy from various attacks.

In order to establish the effectiveness of this hybrid approach, the authors 
present work by various researchers. The case study presented in [38] dis-
cusses the data preserving AI learning model using blockchain technology 
for cyber security in an open network. The authors in [38] also consider 
some cases for inaccuracy of AI learning data in terms of cyber security. The 
authors also discuss the need to learn data management ahead of applying 
ML concepts, through analysis of cyber security attacks techniques, in order 
to prevent cyber-attacks and data degradation. The framework proposed in 
[38] uses a blockchain-based ML environment model to verify the integrity 
of learning data.

The network may experience various attacks like Poisoning attacks, 
Impersonation attacks, Evasion attacks, or Inversion attacks. In order to miti-
gate these attacks, blockchain may be employed for data verification ahead 
of ML steps, as illustrated in Figure 3.5. The proposed model works on data 
provided by actors’ and, further, uses ML models and blockchain. The pro-
posed method ensures that the raw data supplied by providers should not 
be tampered with during processing. The proposed approach uses block-
chain to handle raw data and processes it ahead of storing on IPFS. The data 
is verified using a log of verified data which is stored on blockchain net-
work. Further, verified data is forwarded to the ML model for data prepro-
cessing and finally preprocessed data is verified by the verification server. 
The hashed values and related data are maintained on blockchain and IPFS 
respectively. in order to avoid various attacks.

Hence, the combination of ML (AI mode) and blockchain is fine tuned in 
the proposed approach for data preservation and verification purposes, in 
order to minimize the cyber-attacks and maximize the network security. The 
decentralized nature of the proposed model prevents single point failure, 
thus, maximizing the availability of the model. The proposed model achieves 
the benefits of both approaches (ML and blockchain) and thus enhances the 
efficiency of the proposed model.
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3.5  Conclusion and Future Work

The authors in this chapter have studied the applicability of ML and block-
chain in preventing network vulnerabilities. While machine learning has 
experienced applications in the field of cyber security during the past few 
decades, blockchain has also been widely accepted as a promising tech-
nology in this regard. The competence of blockchain in cyber security is 
obtained as a result of decentralized structures and the consensus algorithm. 
Although blockchain has been observed to yield promising performance for 
cyber security, recently attackers have been targeting the blockchain so as 
to damage its structure. Hence, a further challenge facing researchers is to 
ensure the security of blockchain and, consequently, numerous researchers 
have been working in the direction of maintaining security at different layers 
of blockchain.
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4.1  Introduction

Spear phishing is one of the most common forms of attack and it targets a 
particular user or a group of users through malicious emails. Phishing can 
be defined as a pernicious form of cyber-attack, conducted to persuade the 
targeted user to perform actions for the benefit of the attacker, with the help 
of socially engineered messages through digital communication channels [1].

The attackers tend to target the weakest link in order to breach highly 
secure systems successfully. Often, the weakest link in such systems is the 
users [2]. Frequently the attack exploits individual characteristics, which are 
specific to individuals or their organizations, with the motive of establishing 
trust [3]. According to [4], a user is 4.5 times more likely to fall for a phished 
email which is sent by an attacker pretending to be a trustworthy source such 
as an existing contact, boss or friend, than to fall for ther kinds of standard 
phishing attempts.

http://dx.doi.org/10.1201/9781003408307-6
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Due to the Covid 19 pandemic, a majority of work across organizations 
has shifted online and all the daily workplace communications have also 
been moved to email systems. This has given rise to an open exploita-
tion channel for attackers. Spear phishing has been on the rise for a long 
time and due to the increase in usage of emails, attackers gain access to 
many more opportunities than before to open a channel of data leakage 
by pretending to be some senior official and then getting the victims to 
reveal confidential information about the organization or, at times, about 
the victims themselves. This has become an open risk which is increas-
ing day-by-day as major organizations have declared eternal work-from-
home schedules.

As proposed by [5], the most vulnerable factor which makes a victim suit-
able for a spear-phishing attack is the conscientiousness personality trait. 
Since the Covid 19 pandemic led to the loss of many jobs, people are fearful 
being laid off and had a considerable impact on their minds: it is this fear 
which motivates every employee to be conscientious. Thus, when faced with 
such situations, employees do not think twice, end up revealing confidential 
information to the attacker.

Keeping these problems in mind, the authors propose a system to profile 
communication within workplace emails and then to develop a speaking 
style profile for every person within a single model, in order to detect any 
anomaly whenever someone tries to impersonate the aforementioned per-
son. In order to mitigate phishing attacks, an approach similar to an email 
filtering system can be used [6]. A risk score for each email can be calculated, 
and the email can be discarded if the score surpasses a pre-specified thresh-
old. The threshold value should be carefully selected since a low threshold 
value would lead to the discarding of non-malicious emails as well. Thus, 
finding an optimal balance between security and usability is of paramount 
importance [7].

4.2  Literature Review

The authors study how [5] deals with the psychological factors that are a key 
factor in information leakage. Conscientiousness personality trait has shown 
the most correlation with the likelihood of a user falling prey to a spear 
phishing attack. Since the vulnerability to phishing depends on the person-
ality and not on the awareness of the user, it is difficult to predict phishing 
in advance. Security effectiveness can be increased if a targeted approach is 
taken.

Along with this, [8] also discusses the reason behind the lower efficacy 
and the broken feedback mechanisms of the spear-phishing systems. This 
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is because of low reporting of spear-phishing emails by users, due to fac-
tors such as self-efficacy and the fear of wrongly reporting a spear-phishing 
email. This makes it difficult to learn more about the science of spear phish-
ing and security in general.

The authors also explore how in [9], the authors experiment with a per-
sonalized opening line in a spear-phishing email and detect that 29% of 
those provide personally identifiable information in a spear-phishing attack. 
The findings of the given paper also explored how age affected whether 
employees revealed information and found age to be an insignificant fac-
tor. However, it was found that a personalized opening to the message 
was a major factor which led to employees revealing identifiable sensitive 
information.

This provides conclusive proof that an automated system is required to 
deal with spear-phishing attacks, along with spreading awareness among 
users. The authors studied the system proposed by [10] which scrutinize 
the email content in order to detect stylometric features and then, to detect 
anomalies in the email. This paper also dealt with how probabilistic models 
were able to distinguish phishing attempts based on stylometric features in 
a closed employee system of 20 users. Thus, building on such automated 
approaches, a highly scalable approach is proposed in this chapter, as a sys-
tem of only 20 users is not feasible in a high-end organization with multiple 
departments.

4.3  Dataset

For the task of identification of spear-phishing emails, a subset of the Enron 
email dataset [11] is used in the proposed approach. The Enron corpus is 
a large set of email messages which was released publicly by the Federal 
Energy Regulatory Commission during its investigation concerning the 
Enron corporation.

This corpus contains the organized data of about 150 employees, most of 
whom were from the senior management at Enron. A total of around 500,000 
messages are present in the corpus which makes it the only large dataset of 
real-world emails which is open-sourced for public use, according to the best 
of the authors’ knowledge. Each folder in the dataset provides all the details 
about the email such as the information of the sender and the receiver, date 
and time of the email, contents of the email and subject among others. The 
dataset consists of official emails from personnel at all levels of the corpora-
tion, making it perfect for the task at hand.

A subset of the Enron dataset having 72,932 emails is used in the proposed 
system.
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4.4  Data Preprocessing

The Enron email dataset contains data that is organized into folders – consist-
ing of files along with the corresponding messages. Each of these messages 
contains all the technical information about an email such as its mime ver-
sion, content type, the email addresses of sender and receiver, the subject 
of the email, the main content, and so forth. Since all of this information is 
contained inside one single message, it is separated and segregated into rel-
evant columns.

The columns which had information such as the type of content, content 
transfer encoding, mime version, and so on- were dropped because they had 
very few values. Moreover, information other than date and time, sender’s 
and receiver’s email addresses, subject of the email, and its content, was 
discarded since it is irrelevant to the proposed framework for the task of 
identifying spear-phishing emails. The date in all the emails is converted to 
a date-time format for efficient attribute extraction which would help in fur-
ther preprocessing.

The subset of the Enron email dataset which is used in this task contains 
almost 73,000 emails. Upon thorough exploratory analysis of this data, some 
interesting conclusions can be drawn. As shown in Figure 4.1, the dataset 
contains emails exchanged in the early 2000s. Most of the emails were sent 
on weekdays and during working hours as expected.

Figure 4.2 shows the pair-wise relationships in the dataset between the 
number of emails sent by a user, the word count of the subject and the word 
count of the content. A social network analysis of email sender and recipi-
ents is also conducted to determine the frequency with which two particu-
lar individuals exchange emails. The findings of this analysis can be seen 
in Figure 4.3. There are a few users who send a lot of emails to themselves. 
Thus, it is quite interesting to look at the differences between the emails that 
users send to themselves as compared to those that are sent to others.

To process the main content present in the emails, a few preprocessing steps 
are carried out, before feeding it into the proposed model. For the whole pro-
cess, a smaller batch size is used since the dataset is very large and some of 
the operations which are performed are computationally costly like training 
the language model which uses a lot of GPU. There are two main preprocess-
ing steps: tokenization and numericalization. This is accomplished with the 
help of fastai’s [12] Data Block API.

Tokenization: This is the breaking down or splitting of raw sentences into 
words or more specifically, tokens. Splitting the string into spaces is the sim-
plest way of tokenizing a sentence, however, it is avoided in this task because 
a lot of useful information is lost while doing so. Instead, the punctuation, 
contrast words, and other minute details are taken care of during tokeniza-
tion. Numerous special tokens are also added during tokenization. Words 
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FIGURE 4.1
Pairwise relationships of emails.
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which are very rare and are not a part of the model’s vocabulary, are assigned 
a special token UNK. Another special token PAD is used for padding to deal 
with texts of varied length while regrouping them in a batch. If a particu-
lar word is written in all capital letters, it is preceded by TK_UP. This helps 
in preserving information about semantics and indicates that the word was 
emphasized. Several other tokens are used as well.

Numericalization: This is relatively easier since it involves assigning a 
unique id to each token obtained after tokenization and mapping each of the 
obtained tokens to the corresponding ids. In simpler terms, it is equivalent to 
assigning an integer value to each token.

After the preprocessing is done, 20% of the entire data is put into a vali-
dation set, after the data has been randomly shuffled. Shuffling is done to 

FIGURE 4.2
Distribution of emails.
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ensure that the validation set contains emails from all users and not only 
from a few of them. A predetermined random seed is used so that the split-
ting remains deterministic at any given time. The remaining 80% of the data 
is the training set.

4.5  Textual Anomaly Detection System

The proposed system for the chapter includes two modules to identify phish-
ing attempts in a given email. These two modules are Style Detection and 
Sender Detection. Each of these modules is further explained in detail.

4.5.1  Style Detection

The authors implement a ULMFiT approach [13] to identify the real sender 
of the email. The ULMFiT approach can be observed in Figure 4.4.

According to this approach, to establish some syntactic and semantic 
structures for the target language (English, in this case), a language model is 
trained on the WikiText-103 corpus [14]. This language model is trained on 
the AWD-LSTM model [15] which is further explained in detail. After initial 
training, this language model is further fine-tuned on the given email corpus 
of the Enron dataset. All the email content is taken and fine-tuned on the 

FIGURE 4.3
Sender and receiver analysis.
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pretrained model. This helps in increasing the vocabulary and also helps the 
language model learn some nuances of email communication which may not 
be found on the WikiText-103 dataset [14].

After this fine-tuning is complete, the encoder from the language model is 
taken and then used to build a classifier that would be further responsible for 
the writing style identification of various employees in the company. This is 
done as the pre-training on both the corpora allows the encoder to then train 
on the writing style of individual authors, rather than still training and build-
ing upon language structures during the training process of the classifier. 
Thus, as discussed earlier, the Enron dataset used for this chapter consists of 
emails from 4591 separate employees at various stages and thus, this helps 
in also determining the scalability of the system while identifying individual 
authors. Since the encoder of the AWD-LSTM is used, it is considered a wise 
choice to use the same architecture for the classifier. The classifier is further 
trained and thus, it learns to classify the individual employees based on the 
text provided. The intricate details regarding the architecture and the hyper 
parameters are discussed further.

4.5.1.1  Architecture of AWD-LSTM

The AWD-LSTM as mentioned in [15] is an enhancement of the pres-
ent LSTM architecture by the usage of DropConnect as proposed by [16]. 
According to the [15], the optimizer update by the SGD proposed does not 
return the latest updated weights. As proposed, an average of the weights 
of the previous iterations is returned. This method is known as ASGD in the 
paper and helps in dealing with a possible overfitting issue in the model. 
The DropConnect proposed in the [15] means that instead of dropping a ran-
dom subset of activations as proposed by [17], the connections are dropped 
to prevent overfitting. This is because the loops of LSTMs stacked together 
may result in the data overfitting. DropConnect may seem like Dropout, 
however, the significant distinction between the two is that, as proposed in 
[17], Dropout chooses a few units arbitrarily utilizing a given likelihood and 
sets their yields to zero, and DropConnect works by setting singular loads to 
zero aimlessly rather than the total node. This aids in protecting the quantity 
of hubs and, furthermore, presents the arbitrariness for ‘co-transformation’ 

FIGURE 4.4
ULMFiT-based email identification approach.
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that Dropout focuses on. The DropConnect technique, hence, empowers the 
LSTMs to get contributions from various subsets of the past layer. As men-
tioned in [15], the AWD LSTM achieved a great result on the Penn Treebank 
and WikiText-2 with perplexity scores of 57.3 and 65.8 respectively. Due to 
this enhanced performance by the model, it is found to be suitable for usage 
in both the language model as well as the classifier for writing style identifi-
cation of emails in a specific organization.

4.5.1.2  Training of the Proposed Model

The training process begins with the initial training of the language model 
and then fine-tuning the said language model on the email dataset. For ease 
of computation, the AWD-LSTM language model to be used as a pre-trained 
model on WikiText-103 is taken from [13]. This pretrained language model 
is then fine-tuned with the Enron dataset that has been cleaned and prepro-
cessed. During this fine-tuning processing, hyperparameter tuning is carried 
out to get optimum performance of the language model. The hyperparam-
eters are as follows:

 1. Discriminative Learning Rates: This was proposed in [13]. According 
to this methodology, different learning rates are used at different 
stages of a model to be fine-tuned during the transfer learning pro-
cess. This is useful as it helps in maintaining the pretrained weights 
while training the model on new data. Thus, in this project, the lan-
guage model fine-tuning is done using the learning rate value of 0.02 
for the newer layers and the learning rate value of 0.0067 for the 
older values of the model. The performance of learning rate against 
the loss for the language model can be seen in Figure 4.5.

 2. One-Cycle Scheduling: Along with this discriminative learning rate, 
it has been ensured that the optimum performance is achieved 
while training. This can be completed using the one-cycle schedul-
ing approach as proposed in [18]. According to [18], weight decay is 
used for regularization. Along with this, the momentum as proposed 
in [18] is set as (0.8, 0.7) arbitrarily as this is found to be the optimum 
value for the training procedure.

 3. Mixed-Precision Training: To diminish computational complexity and 
repetition, the mixed-precision approach is proposed in [19]. By and 
large, all the parameters are stored as 32-bit floats. In any case, one 
can utilize half-precision to diminish these floating points to 16-bit 
floats as this change is relied upon to not react excessively to a dis-
tinction in the weights. It empowers the model to utilize twofold 
the batch size and train more quickly. In any case, because of this 
reduction, issues emerge like vanishing gradients, loss overflow and 
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so on. Along these lines, a mixed-precision approach is utilized, as 
referenced in [19]. This prompts a few elements being 32-bit floats 
and some as 16-bit floating points. Thus, the important information 
such as updating the weights is carried out with 32-bit floats and 
some other tasks such as a forward pass to be carried out with half-
precision. Along with this, mixed-precision also prevents profligate 
training procedures by keeping half of the bits that aren’t required 
on the Central Processing Unit (CPU) and the other half on GPU. 
This aids in protecting Graphics Processing Unit (GPU) memory and 
furthermore lessens GPU costs. Subsequently, this prompts quicker, 
yet just as economical, training.

After using all of these tricks to improve the language model training, the 
fine-tuned encoder of this language model is taken out and then used as the 
encoder during the initialization of the classifier. This classifier is the one 
that would predict the author based on the writing style of the email. During 
the training procedure, similar hyperparameters are also used for the clas-
sifier as the same architecture of the model is to be used. However, during 
this classifier training, the learning rate used is 0.01 for the newer layers and 
0.0033 for the older pretrained layers. This helps, as discussed earlier. The 
performance of the learning rate against the loss for the training of the clas-
sifier is given in Figure 4.6.

Thus, the training process of the language model, as well as the classifier, 
is carried out using the most optimum training practices.

FIGURE 4.5
Learning rate vs loss graph for language model.
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4.6  Experimentation and Results

Table 4.1 demonstrates the results achieved while performing the given task. 
It must be noted that the accuracy of the given style identification is a mere 
53.36%. This is because of two reasons which can be resolved completely, 
depending on the organization. The first reason is that the Enron subset used 
for training consists of 4,591 individual employees. The sheer size of the 
number of employees in the dataset affects the accuracy. This can be resolved 
for smaller organizations as they would have a significantly smaller number 
of employees.

However, for a bigger organization, using additional computational 
resources to keep training the classifier is recommended. This experiment 
was limited due to the restricted availability of GPU resources. Thus, it would 

FIGURE 4.6
Learning rate vs loss graph for classifier.

TABLE 4.1

Results and Description

Model Description Accuracy (%)

ULMFiT-based Language 
Model

Fine-tuned on all of the text from emails after 
being trained on the WikiText-102 corpus.

51.1

ULMFiT-based Classifier Trained on the labels from the dataset using 
the encoder of the LM

53.36
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be resolved if bigger organizations keep training the classifier continuously 
for a higher number of epochs.

It can be observed based on the results that the language model is trained 
well and achieves an accuracy rate of 51.1%. This is also because of the 
large corpus of emails of the dataset. The variation in writing styles does 
exist, however, the vocabulary of the emails for the dataset does not differ 
much and thus, would lead to the language model grasping the syntactic 
and semantic dependencies of the language better and thus, providing better 
accuracy.

It must also be noted that the low performance of the classifier might be 
due to the large text length of each email. This might lead to some recurrence 
problems in the network. Thus, it would also benefit if a dataset of short 
emails is available in any given organization between the same pair of users. 
This would help the classifier in capturing the writing style better and thus, 
increase the accuracy significantly.

As demonstrated in [20], a higher accuracy such as 94% is attained on 
the Enron dataset while considering only ten unique authors. However, the 
problem with this is that such systems would not be useful in the real world 
as they are not scalable for a high number of authors (here 4,591) which is 
observed in [20]: when the number of authors is increased from 10 to 25, the 
performance degrades directly to an 81% accuracy level. This would result in 
large-scale discrepancies between the research results and the practical work 
results in a real-world environment. This is a major reason why the number 
of authors was not truncated in this project.

4.7  Future Applications

As scalability was discussed in detail in the experimentation section, it would 
be great to further advance this system such that scalability is not an issue at 
all. This would be useful if the current infrastructure is further deployed and 
trained using federated learning as demonstrated in [21]. Federated learning 
would, thus, utilize the distributed computing approach and help in training 
the model on the complete dataset without hesitation on an increased num-
ber of unique employees. This would also help in shared learning, based on 
localized regions, and thus, creating geographical clusters within the feder-
ated learning ecosystem would further help in identifying the employee and 
thus, detecting the phishing attempt.

The federated learning approach would also protect private and sensitive 
contents of the mail from being shared on the collaborative central server. 
This is the major issue dealt with in [21]. Since the emails of any organiza-
tion consist of sensitive contents and sharing between departments is also 
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restricted, it would be beneficial if the privacy of these emails is protected. 
However, since the system requires the content to train and identify the real 
author, the future version of the system could incorporate federated learning 
to deal with the issue as the localized training of such a system would result 
in the email never leaving the system of the user.

4.8  Conclusion

In summary, the chapter deals with how the problem of spear phishing is 
handled by using a ULMFiT-based Natural Language Processing (NLP) sys-
tem. Even though the problem has amplified during the Covid-19 lockdown 
phase, a resourceful solution has been found to deal with the problem, and 
thus, limit such phishing attempts, save the user data and protect the integ-
rity of the organization. Thus, the synergy of NLP and cyber security also 
proves the co-dependency of both the fields in deal with crucial problems in 
society.
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5.1  Introduction

Phishing is a fraudulent activity in which internet users are exposed to coun-
terfeit websites or applications and their personal information is stolen [1]. 
During the COVID-19-triggered duration, the number of users using online 
banking operations increased, leading to a rise in phishing attacks. Around 
60% of digital banking consumers are aged 18–26 years [2]. The customers in 
this age group are more likely to be conned by the phishers. Digital banking 
consumers also belong to the age group above 50 years, who are less aware of 
the various tricks used by the attackers to perform phishing attacks.
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Various phishing detection approaches are the heuristic-based approach, 
blacklist approach, fuzzy-based approach, machine learning approach, 
CANTINA-based approach, and image-based approach [3]. Researchers 
have developed several techniques to protect users from phishing attacks, 
which are discussed in this chapter.

Threat actors are constantly looking for new ways to evade phishing detec-
tion systems. Attackers are now using artificial intelligence (AI) to build 
phishing URLs [4]. It has been observed that these AI-generated URLs are 
successful in bypassing the detection tools developed.

Researchers have used machine learning (ML), neural networks, AI, and 
deep learning (DL) methods to mitigate these types of attacks. We will 
study a technique developed by researchers that uses parallel execution of 
ensemble machine learning models with a multi-threading approach for the 
training and testing phases to detect AI-generated as well as human-made 
phishing URLs [5]. We will discuss these techniques in detail and then dis-
cuss a comparative analysis of the approach to identify the pros and cons of 
these techniques.

5.2  Phishing Detection Approaches

Phishing attacks can be identified using user education or automated detec-
tion tools. The user training method cannot be the sole contributor for detect-
ing the attack. Since humans are bound to make errors or get trapped in the 
phishing web. Therefore, researchers have proposed various phishing detec-
tion methods to protect the user from being a victim of a phishing attack. 
Phishing detection strategies are categorized into education-based detec-
tion, list-based detection, heuristic-based detection, content-based detection, 
visual similarity-based detection and hybrid approaches.

5.2.1  Education-Based Detection

Users are educated or trained on different forms of phishing attacks. There 
are various ways in which this training can be provided to web users. These 
users can be trained using informative messages, messages from bank offi-
cials regarding possible frauds or certain training programs from cyber secu-
rity bodies.

5.2.2  List-Based Detection

List-based detection is a static way of detecting phishing. This approach 
uses a list that includes fake/genuine or both types of URLs with labels. 
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The detecting mechanism then uses this list to alert the users. The blacklist 
maintains a list of fake websites in the database or on the cloud and the user 
is warned every time he/she tries to visit that website. The whitelist main-
tains the genuine URLs and prompts the users if they try to visit a URL other 
than the whitelisted list. This is an easy to implement technique and gives 
better throughput compared to the other methods. However, this technique 
fails when the attackers create a new website URL for attacking the users. 
These new URLs are not included in the database. This is an example of a 
zero-day phishing attack.

5.2.3  Heuristic-Based Detection

The heuristic-based approach considers a variety of phishing site features 
and calculates a threshold value to decide if the requested site is genuine or 
not [6]. Heuristic-based detection includes identifying features like grammar, 
length, domain age, spellcheck and scripting language. These features are 
further classified into two categories:

 1. Lexical Features: The characteristics of the URL structure, like the 
length of the URL; number of dots(.); HTTPS protocol, presence of IP 
address; presence of special characters in the URL, or adding a prefix 
or suffix to the domain name.

 2. Third Party URL Features: Third party URL features are obtained from 
external sources like age of the domain, Google page rank, popular-
ity index.

These characteristics are used to create a rule-based scheme, or these charac-
teristics are given weights, and a final threshold is determined to determine 
if the URL is genuine or not.

5.2.4  Content-Based Detection

In this detection technique, the matter of the web pages is analyzed, which 
involves the images and text material of the website [7]. This is a type of 
static approach where comparison is done based on the data from genuine 
websites.

 1. Image Analysis
Using image-processing algorithms, image analysis can be performed 
by comparing a website snapshot with the original webpage. Re-
searchers have used logos, screenshots, and CAPTCHA for comparing 
with fake websites. This approach focuses on the visual content of web 
pages.
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 2. Text Analysis
Text analysis includes content in the web page, keywords, analysis 
of site logos and scripts. Text analysis is like static phishing detection 
where comparison is done between the fake website content and genu-
ine web pages.

5.2.5  Hybrid Detection Technique

Hybrid detection is combination approach to detect zero-day phishing 
attacks. The techniques discussed are employed to retrieve the features of 
websites. These characteristics are fed into machine learning algorithms that 
determine whether a website is genuine or not.

5.3  Phishing Detection Using Machine Learning

Machine learning is a part of artificial intelligence (AI) that allows systems 
to learn and evolve without having to be specifically programmed [8]. 
Researchers use ML technology to detect zero-day phishing attacks. The gen-
eral idea of this methodology is the development of a computer program 
that can access data and use it to learn prediction [9]. Machine learning algo-
rithms are classified as supervised, unsupervised and reinforcement learning 
algorithms. We will discuss some approaches proposed by researchers using 
machine learning.

Sameen et al. have proposed a system that performs lexical evaluation for 
characteristic extraction. The system is deployed as the PhishHaven browser 
plugin. The authors have proposed novel techniques like URL Hit, consid-
ering HTML encoding as a feature for phishing detections. The system is 
divided into four components: URL Hit, Feature Extractor, Modelics and 
Decision Maker.

 1. URL Hit: To extract confidential information from the user, attack-
ers used tiny URLs. URL Hit approach is used to deal with these 
tiny URLs. This component redirects the URL requested by the user 
to the PhishHaven plugin where the tiny URL is converted to an 
actual URL. Feature extractor can then extract features from this 
actual URL.

 2. Feature Extractor: This system does not use any third-party features 
of the URL. The system is based on lexical features of the URL and 
URL HTML encoding has been used as a lexical feature for detect-
ing phishing URLs. The feature extraction process is conducted 
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in two stages, overall count and individual count, by dividing 
the URL into its components: segment, netloc, path, query and 
fragment.

 3. Modelics: This component takes input from the feature extractor, but 
it works as a multithreaded model. Multiple threads are running 
simultaneously using the input from previous component. Each 
thread corresponds to a machine learning algorithm and gives out-
put using that algorithm. Each thread sends their predicted result to 
the decision maker.

 4. Decision Maker: This module uses the voting strategy which means 
the majority. It keeps track of the total number of expected results 
that are classified as phishing or genuine. Based on the total count, it 
then predicts the final label [5].

In [10] Sahingoz et al. used Natural Language Processing (NLP) features 
and seven classification algorithms to build a real-time anti-phishing sys-
tem. The authors used a different feature set for each classification algo-
rithm. The system classified the URL using NLP-based and word-based 
features. To assess the effectiveness of the proposed method, the research-
ers identified three types of feature sets: Word vectors, NLP-based features, 
and hybrid features. The dataset used for extracting these features is down-
loaded using script. In the data preprocessing stage, the URL is divided into 
its components and the words that are extracted are included in the word 
list. The objective of data preprocessing is to detect words like brand names, 
keywords and words which are created using random characters. The Word 
Decomposer Module removes the numeric values from the words and per-
forms a dictionary check of the words. If the words are found in the diction-
ary, they are put into the word list. The Random Word Detector Module 
deals with the random words that are added by the attacker. For the iden-
tification of random terms, the Markov Chain Model was used. In this pro-
cess, the probabilities of letter pairs are calculated during the training stage. 
This calculated value is used as a new feature in the proposed system. The 
Maliciousness Analysis Module (MAM) uses Levenshtein Distance which 
measures the similarity between two strings by considering the deletions, 
insertions or substitutions operations in the strings. The output from this 
NLP module is used as a feature for identifying of counterfeit URLs. The 
researchers used seven different machine learning algorithms, including 
Decision Tree, Adaboost, K-Star, K-NN (n = 3), Random Forest, SMO, and 
Naive Bayes, as well as features like NLP-based features, word vectors, and 
hybrid features, to create a phishing detection system. The authors claim 
that using only NLP-based features in the Random Forest algorithm pro-
duces the best results.
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5.4  Anti-Phishing Solutions Using Neural 
Networks/Deep Learning

Neural networks (NNs) are a sequence of algorithms structured like the neu-
rons of a human brain. They are multilayers of neurons that we use to clas-
sify or cluster the datasets without labels [11]. In this section we will discuss 
various anti-phishing solutions using NNs or DL.

5.4.1  Solutions Using Neural Networks

Verma et al. proposed a system in which data is acquired from PhishTank 
websites and different types of attributes are gathered. Some attributes are 
collected by URL properties like length of URL, presence of special characters 
and others. Furthermore, this data is converted into categorical values, made 
in proper format and visualized. Then Artificial Neural Network (ANN) and 
Deep Belief Network (DBN)-based algorithms are implemented for classifi-
cation of phishing URL. Algorithms used in this technique are back propaga-
tion and DBN. In back propagation technique error is calculated after every 
predicted output, and error correction formula is used to modify the weights. 
In DBN there are two steps: training in an unsupervised way and training 
in a supervised way. In the unsupervised way, probabilistic reconstruction 
of input is learnt by the DBN. This layer of unsupervised learning is called 
feature detectors on input. In training in the supervised way, DBN performs 
the classification [12].

The approach used by Adebowale et al. [13] is based on website phishing 
detection using the features of the site, content and their appearance. This 
paper proposes a web-phishing detection scheme based on an Adaptive 
Neuro-Fuzzy Inference System (ANFIS) that uses integrated features of 
text, image and frames. Image analysis is performed by the system using 
the Scale Invariant Feature Transform (SIFT) image-matching algorithm 
to detect phishing websites. The ANFIS model uses linguistic variables to 
identify phishing features. The study is deployed on a practical plug-in 
phishing toolbar implementation with suitable testing and validation. The 
Sugeno fuzzy model is used instead of Mamdani. The Sugeno fuzzy model 
membership functions are either linear or constant. The neuro-fuzzy infer-
ence system uses features as training and testing input data. To distinguish 
between legitimate, suspicious and phishing websites, the inference system 
generates fuzzy IF… THEN rules. The steps in the proposed system are as 
follows:

 1. Website is the input to the systems, and features are extracted from 
these websites are text, images and frames.



Techniques to Detect Zero-Day Phishing Attacks 77

 2. Integrating the extracted features in websites to predict phishing 
activities, using a web browser plug-in.

 3. The ANIFS is used for classification which determines if the web 
page is suspicious, legitimate or phishing.

The system structure comprises five components: (1) Website analysis and 
feature extraction; (2) an intelligent system; (3) a knowledge model that 
includes data gathered from PhishTank; (4) reported articles, projects and 
authentic sites; and (5) output process. The output process is a display of 
color-coded status with a text-based risk explanation made to inform the 
users. Red indicates suspicious sites and green indicates less severe websites.

Somesha et al. proposed a novel system using Deep Neural Network (DNN), 
Long Short-Term Memory (LSTM) and Convolution Neural Network (CNN) 
and using only ten features. The system architecture includes three mod-
ules: feature extraction, feature selection and classification. The Information 
Gain (IG) algorithm is used to select relevant features. This algorithm uses 
the ranking criterion to select the features by applying threshold. Finally, to 
assess the performance of the feature set, the feature set is trained and cross-
validated against many different parameter combinations. The system uses 
DNN, LSTM and CNN-based models for phishing URL detection [14].

5.4.2  Solutions Using Deep Learning

Yang, Zhao and Zeng developed a novel approach to detect phishing web 
pages. This paper focuses more on features and they state that feature selec-
tion is the primary necessity for accurate detection [15]. They suggested a 
multidimensional attribute phishing detection technique based on a deep 
learning-based quick detection tool. In the CNN-LSTM step semantic and 
character dependency features of URL are captured and instant classifica-
tion is performed. Preprocessing of data, feature extraction and classification 
are all included in this stage. Data preprocessing includes length normaliza-
tion, uniform encoding and using an embedding layer to reduce the spar-
sity of the data. CNN is used to extract character sequence features from the 
supplied URL, which are then used by deep learning for fast classification. 
Context semantics and dependency features of URL character sequences are 
captured using the LSTM network. Soft max is used for quick classification. 
In the second step, multidimensional features-based URL statistical features, 
coding features and text features are considered. The result from the first step 
is then used by the XGBoost (eXtreme Gradient Boosting) ensemble learn-
ing algorithm, which has high classification accuracy. This approach has two 
ways of classification: quick classification using the softmax function of ratio 
of probabilities and the XGBoost classifier. This approach resulted in an accu-
racy of 98.99%.
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5.5  Machine Learning as a Warhead

In this section we discuss how new technology like machine learning is used 
by the attackers as a tool to launch an attack. Researchers have made a study 
of the use of such techniques [16, 17]. The fake URLs that are created using 
artificial intelligence technology are called AI-based phishing URLs. In [18] 
the scientists proposed a system that generates effective AI-based phishing 
URLs after learning from the blacklisted URLs. This study first discusses var-
ious phishing detection strategies using Recurrent Neural Networks. They 
have proposed a system, DeepPhish, that can generate effective phishing 
URLs that cannot be detected by the various anti-phishing solutions that are 
currently used. In an overview of the system, the authors explored the data 
set of phishing URLs and identified a few threat actors. Threat actors are the 
domain names or few keywords that were efficient in bypassing the detec-
tion mechanisms. Using this data of threat actors, the LSTM model is trained 
to generate effective URLs. The dataset of 1.1M confirm phishing URLs was 
collected from PhishTank. Using this dataset on their own phishing detection 
system they identified the following threat actors:

Threat Actor 1: naylorantiques.com It was observed that this was a widely 
used domain name for launching an attack. Most common words were 
extracted from the URL path. Similar patterns were identified visually 
in the entire database. The authors recognized a total of 106 domains 
which Threat Actor 1 used for 1,007 attack URLs.

Threat Actor 2: vopus.org After exploring the data set, vopus.org was a 
commonly used domain and the pattern: tdcanadatrustindex.html was 
widely used for this domain. 102 URLs attacks were initiated using 
Threat Actor 2.

Threat Actor 3: creeksideshowstable.com The pattern recognized for this 
domain was the misspelling of the word “verification” i.e., “Paypal 
Virefication”. 7,927 phishing URLs were created using this threat actor.

After identifying the threat actors, DeepPhish takes effective URLs as an 
input to the training AI algorithm. The LSTM Model is generated using these 
URL patterns as a one-hot encoding representation. Synthetic URLs are gen-
erated using the seed sentence that is used to predict the next character itera-
tively. The result of this experiment was that the success rate of Threat Actor 
1 increased from 0.69% to 20.9% and Threat Actor 2 achieved an increase 
from 4.91% to 36.28%.

AlEroud and Karabatis implemented a system for sidestepping recogni-
tion of URL-based phishing attacks using GAN (generative adversarial deep 
neural networks) [19]. This approach has three major modules: (1) Generator 
(G) to produce adversarial URLs; (2) Discriminator (D) that takes these 
adversarial URLs and legitimate URLs as input and suggests weight updates 

http://naylorantiques.com
http://vopus.org
http://vopus.org
http://creeksideshowstable.com
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to the Generator; and (3) the Phishing Detection Module (PD). Generator and 
Discriminator are neural networks in GAN where Generator aims to generate 
URLS that look real to Discriminator which distinguishes between the gener-
ated URLs and real ones. Discriminator acts as a tool to guide Generator to 
mislead the phishing detection system. The steps of the proposed system are:

 1. Generating URL features from dataset of phishing and Genuine URLs.
 2. Next step is Generator which is a feed forward neural network. The 

input to this module is feature vector, weights and the noise vector to 
produce adversarial URLs. Generator has three hidden layers with 
120 neurons in each layer.

 3. Discriminator: This module provides gradient information to 
Generator so that it is possible to update its weight values.

According to the results of the experiments, GAN is an effective technique 
for deceiving classifiers designed to defeat sophisticated attacks using URL-
based features.

Researchers have also proposed techniques for generating phishing apps 
for android mobile devices using technologies like DL and image process-
ing. We now discuss a technique proposed by Sen Chen et al. for generat-
ing phishing android apps called GUI-Squatting Attack. In this study the 
authors observed that successful phishing attack requires two conditions: 
page confusion and logic deception during attacks synthesis. This methodol-
ogy has three phases (1) Component Extraction and Classification; (2) GUI 
Code Generation; and (3) Deceptive Code Generation. The overview of the 
system is such that a screenshot of a genuine app is captured followed by 
GUI component extraction from the image. Later, the researchers classify 
these components and generate the GUI code and then insert the deceptive 
code for stealing the personal information. This approach is as simple as cre-
ating only a single login page that looks exactly like original one and then 
extracting the confidential information of the user. In the deception code the 
authors have also implemented SSL/TLS authentication and user-identity 
verification via HTTPS connection for each phishing app to prevent detec-
tion by traffic analysis tools. Thus, a simple way of creating a login page 
gathering banking information and then redirecting the user to the genuine 
app is the methodology of this GUI-Squatting attack.

5.6  Comparative Analysis of the Techniques

In this section we compare the different systems discussed so far. We study 
their advantages and the future scope of the proposed systems (Table 5.1).
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TABLE 5.1

Comparative Analysis of Detection Methodologies

Paper Key Functionalities Advantages Future Scope

Machine Learning 
Techniques: 
Sameen, Han 
and Hwang. 
“PhishHaven—An 
Efficient Real-Time 
AI Phishing URLs 
Detection System.” 
IEEE Access 8 (2020): 
83425–83443.

HTML Encoding 
as a feature 
for phishing 
detections, 
Lexical analysis 
of URL-based 
heuristics, URL 
Hit Component 
and Modelics 
component 
where multiple 
ML algorithms 
are executed.

The system could 
detect tiny URLs 
as well as future 
AI-generated, 
phishing URLs 
with F1-measure 
of 98%,

The system can be 
improvised by 
using DL models.

The Feature 
Selection 
Module also can 
be enhanced 
by using ML 
techniques.

Sahingoz et al. 
“Machine learning 
based phishing 
detection from 
URLs.” Expert 
Systems with 
Applications 117 
(2019): 345–357.

7 different 
classification 
algorithms are 
used, and NLP is 
used for feature 
selection.

Accuracy of 
system depends 
on selection 
of features 
and NLP-
based features 
have better 
performance.

Feature extraction 
from tiny URLs 
can be added 
to improve the 
detection ration. 
The system 
must be tested 
for capability 
to detect 
AI-generated 
URLs.

Neural Network/Deep 
Learning: Verma 
et al. “Phishing 
Website detection 
using neural 
network and deep 
belief network.” 
Recent Findings in 
Intelligent Computing 
Techniques. Springer, 
Singapore, 2019. 
293–300.

ANN and DBN-
based algorithms 
iare used for 
classification.

DBN approach 
gives better 
performance over 
other techniques.

Focus on 
AI-generated 
phishing 
URLs and a 
methodology for 
extracting the 
features of these 
AI-generated 
URLs can be 
designed.

Adebowale et al. 
“Intelligent web-
phishing detection 
and protection 
scheme using 
integrated features 
of Images, frames 
and text.” Expert 
Systems with 
Applications 115 
(2019): 300–313.

An Adaptive 
Neuro-Fuzzy 
Inference System 
(ANFIS) and 
hybrid features 
like frames, 
images and text.

Users are warned 
with color-
coded warning 
messages. Sugeno 
fuzzy model is 
used instead of 
Mamdani.

Intelligent 
system can be 
implemented 
at feature 
selection stage 
and evaluation 
must be done 
considering 
AI-generated 
URLs.

(Continued)
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The various techniques studied in this chapter are focused on detection 
algorithms and features used for the same. Datasets collected are mainly 
from PhishTank or other repositories. More research can be done on dataset 
collection and analysis of the dataset. The performance of the classifiers will 
vary if they are trained using an unbalanced dataset. Therefore, the research-
ers must also focus on achieving a balanced dataset for training the classifica-
tion algorithms. Resampling methods like random under-sampling, random 
over-sampling, cluster-based over-sampling and informed over-sampling 
can be used to handle an imbalanced dataset [20, 21]. Imbalanced data can 
also be managed by altering the classification algorithms to detect the class 
accurately.

Any identification application requires an effective feature set for accu-
rate recognition. Feature selection needs to be given equal importance with 
selection of classification of technique since it’s the features that are essen-
tially responsible for exact detection of phishing sites. Information Gain 
(IG), Gini Index (Gini), Chi-Square Metric (Chi-2), and Recursive Feature 
Elimination (RFE) can be used for feature ranking. In [14] the author has 
used IG for feature selection. More novel techniques can be designed for 
feature selection. This can result in identifying few but relevant features 
and eventually improve the response time of these applications for phish-
ing detection.

Paper Key Functionalities Advantages Future Scope

Yang, Zhao and Zeng. 
“Phishing website 
detection based on 
multidimensional 
features driven by 
deep learning.” IEEE 
Access 7 (2019)

A multidimensional 
feature like 
URL statistical 
features, Web 
page code 
features, Web 
page text features 
used for phishing 
detection.

Focuses on Feature 
Selection, LSTM 
is used for feature 
extraction, 
Ensemble 
Machine learning 
algorithm gives 
higher accuracy 
in the results.

Deep Learning or 
Reinforcement 
Learning can be 
used for Feature 
Selection.

Somesha et al. 
“Efficient deep 
learning techniques 
for the detection of 
phishing websites.” 
Sādhanā 45.1 (2020): 
1–18.

Deep Neural 
Network (DNN), 
Long Short-Term 
Memory (LSTM) 
and Convolution 
Neural Network 
(CNN) using only 
ten features

Information Gain 
algorithm is used 
to select relevant 
features.

Models resulted 
in accuracy of 
99.52%, 99.57% 
and 99.43% for 
DNN, LSTM 
and CNN, 
respectively.

Real-time features 
like number of 
visits number of 
hits on the page 
can be evaluated.

Features for the 
detection of 
embedded objects 
in the phishing 
website can be 
added.

TABLE 5.1 (Continued)
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5.7  Conclusion

In this chapter we studied various systems that are implemented for identi-
fying phishing websites by applying latest technologies like ML, DL and NN. 
We have examined how for detection of the phishing URLs we need to focus 
on the feature selection stage of the system. We have encountered various 
novel features used by researchers like HTML encoding, NLP-based features 
and the number of visits to a web page. We can also conclude that researchers 
have not focused on this new area of cyber threat where ML is used as a tool 
to launch an attack. In Section 5.5. ML as a Warhead, we note that techniques 
like ML and GAN are used to generate these AI-based phishing URLs.

We would conclude with the need to draw our attention to these intelligent 
cyber-attacks and design a system that can detect these AI-generated phish-
ing URLs.
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6.1  Introduction

The emergence of intelligent techniques such as machine learning (ML) and 
deep learning (DL) has revolutionized prediction methods in sectors such 
as healthcare, crime and entertainment, among others. Machine learning 
comes from a branch of Artificial Intelligence (AI) that focuses on building 
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applications that learn from the inputs given to the model, then the inputs 
are processed of inputs and finally given to the output function. There are 
many hidden layers in the model that does the processing. Machine learn-
ing learns from the data given. The amount of financial fraud is increas-
ing day-by-day. A huge amount of data is stored [1–4]. The banks detect 
financial fraud to some extent but there are still some delays in detection. 
Recently there have been fraud cases detected in the State Bank of India, 
the Royal Bank of India, and others. Although, they have detected fraud 
to some extent, using intelligent techniques for detection is still in prog-
ress. Financial fraud detection causes stealing of important information and 
leads to damage of public property. Financial fraud occurs due to delib-
erate decisions and actions made by the people who handle money and 
other assets on behalf of employers or clients. Examples of financial fraud 
include the Ponzi scheme which is a fraudulent investing scam which gen-
erates return for earlier investors with the money taken from later investors. 
Using intelligent algorithms such as machine learning, we can detect vari-
ous types of financial fraud and try to provide some solutions to prevent 
them. Machine learning is efficient because the data is in text format and it is 
comparatively easy to preprocess the data and perform training and testing 
on that dataset to try to find the output with maximum accuracy. Different 
algorithms are used by the authors such as SVM, and Decision Tree, among 
others [5–8]. Credit card fraud occurs when hackers try to gain personal 
information through stealing credit card details and gaining access to the 
owner’s personal information. Credit card numbers can be stolen from an 
unsecured website. There are some tips to prevent credit card fraud such as 
never saving our credit card details on any unsecured site. The padlock icon 
shows that the website is secured and symbolizes a higher level of security. 
We should always check the security or encryption algorithm the website 
uses, and only then use the website. We should only buy products from a 
legitimate website. Research should be done on the company with which 
we want to make a transaction to check whether it is legitimate or not, and 
we should be cautious when we respond to special offers via email regard-
ing loans, investments, and so on.

Credit card fraud detection is a concept in which fraudulent transac-
tions are detected in our credit cards using various intelligent techniques 
such as machine learning, deep learning, artificial intelligence, and so on. 
Nonetheless, the challenges faced during detection are imbalanced data, 
enormous amounts of data being processed, as well as wrongly classified 
data, and all these reasons make fraud detection increasingly difficult.

Credit card fraud prevention can be achieved by using strong encryption 
algorithms, using two factor authentication and implementing firewalls 
to block the attackers. Figure 6.1 presents a graph that depicts frauds in 
banks.
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As seen in Figure 6.1 depicting bank frauds and the amounts associated 
with the frauds, in 2013–2014 the most frauds occurred and then the num-
ber of frauds continued to slightly decrease until 2016–2017. The amount 
associated with the frauds, which is calculated in rupees, was at a maxi-
mum in 2014–2015.

6.2  Financial Fraud Detection Approaches

In this section, we discuss machine learning and deep learning approaches 
for financial fraud detection.

6.2.1  Machine Learning Approach for Financial Fraud Detection

Machine learning is an algorithm that comes under the category of artificial 
intelligence (AI). It has large datasets that are used in building models that 
can predict various behaviors. It takes input as the dataset from the input 
layer and then the processing and operations are completed in the hidden 
layer. The output layer produces the output after processing.

Machine learning algorithms learn from the data given to them and the 
accuracy can also be improved. In machine learning, algorithms are trained 

FIGURE 6.1
Frauds in banks.



88 Intelligent Approaches to Cyber Security

to find patterns and trends in the data. Machine learning can help in financial 
fraud detection to detect fraud patterns and behavior in the data and also 
to predict whether the transactions are fraudulent or not. Fraud detection 
mainly comes under classification problems.

Fraud detection using machine learning can be done using various algo-
rithms such as the Support Vector Machine (SVM), Decision Trees, the 
Random Forest algorithm, Logistic Regression, the Naïve Bayes algorithm, 
among others. These algorithms provide a mechanism by which we can 
accurately predict fraudulent transactions. Machine learning algorithms are 
faster than other traditional ways of detecting fraud and can also deal with 
massive amounts of data.

Machine learning algorithms work by first collecting the data from vari-
ous sources and analyzing the data, and then feature extraction is done 
by extracting the important features the system needs. In financial fraud 
detection, after collecting the data, preprocessing of the data is done to 
clean and filter the data so that the data becomes free from noise and is 
clean. The next step is feature extraction, in which features such as the 
source of the credit card or the location are extracted. The data obtained 
should always be more than required so that the model becomes more 
accurate to be used for prediction. After the feature extraction step, clas-
sifiers are applied such as the SVM, Naïve Bayes, logistic regression, and 
so on. The classifiers help to classify the transactions as fraudulent or 
non-fraudulent.

6.2.1.1  Challenges in the Machine Learning Approach

 • Overfitting and Underfitting
Overfitting and underfitting are the main problems in ML and they de-
crease the performance of the model. Overfitting occurs in supervised 
learning algorithms, and causes problems when our model tries to cov-
er or fit all or more data points in the dataset. Because of this, the model 
gets inaccurate values and this reduces the performance of the model. 
Underfitting occurs when our model is not able to learn properly from 
the given training dataset, which reduces accuracy and also does not 
give reliable predictions.

 • Imbalanced Data
Imbalanced data means that the instance of one class is higher than 
the other, that is, the number of observations is not the same for all 
classes in the problem. The imbalanced dataset problem can be faced 
by binary as well as multiclass data. An imbalanced dataset can be con-
trolled by using over-sampling, under-sampling and ensemble learn-
ing techniques.
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 • Missing Data
Missing values in the dataset always affect the accuracy of the model. 
There are two approaches for removing the missing values from the 
dataset. The first approach is that we can remove all the missing values 
if the total percentage of missing values in the dataset is less than 5%. 
The second approach is that we can use a technique called imputation, 
if the total percentage of missing values in the dataset is more than 5%. 
Imputation is a technique in which the missing values in the dataset 
are replaced by mean, median or mode. However, we cannot always be 
dependent on the imputation technique, so the best way is to use Deci-
sion Trees for incomplete data.

6.2.1.2  Limitations of the Machine Learning Approach

 • Ethical Understanding
Machine learning does not have that much ethical understanding. In 
machine learning we trust the data given to us and the algorithms more 
than our own judgments. We cannot blame anyone if something goes 
wrong. If we take the example of driverless cars, if any driverless car 
kills someone on the road, then whose fault is it? This question arises in 
ethical understanding.

 • Diagnosis of the Error and Correction
When the model makes an error, correcting and rectifying it would be 
very time-consuming process and will require going through the com-
plexities of the algorithms.

 • Time Constraints
We cannot make immediate and accurate predictions in machine learn-
ing since we have to travel through the historical data and the bigger 
the dataset, the longer it will take for processing.

6.2.2  Deep Learning Approach for Financial Fraud Detection

Deep learning is a category of machine learning algorithms which perform 
classification tasks directly from the images, audio, text, sound, and so on. 
There are large datasets in deep learning. Deep learning has multi-layered 
architecture in which the network learns from large amount of data. Deep 
learning algorithms perform calculations and predictions on the dataset and 
also improve accuracy by learning the behavior of the data. Deep learning 
does the analysis of data in real time.

Deep learning for fraud detection can be done using Convolutional 
Neural Network (CNN) algorithms, autoencoder-based clustering, Q learn-
ing, Recurrent Neural Network, Long Short Term Memory (LSTM) network, 
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and so on. Deep learning algorithms have a hierarchy of non-linear transfor-
mation of inputs and give statistical output. They learn progressively more 
about the data as they go through different types of layers in the neural 
network.

6.2.2.1  Challenges in the Deep Learning Approach

 • Unstructured Data
Unstructured data does not follow a specified format. It is in the form of 
text, images, audio and video. It becomes difficult for prediction when 
using unstructured data.

 • Large Amounts of Data
Deep learning requires large datasets for processing. Large datasets 
are required to ensure that the machine produces the correct output. 
So, more parameters are also required for this, and it becomes a time-
consuming process.

 • Optimization of Hyperparameters
Hyperparameters are those parameters whose value is predefined from 
the commencement of the learning process. If the values of the param-
eters are changed even by a small amount then this can invoke a huge 
change in the performance of the model.

 • High Performance Hardware
Deep learning requires large amounts of data. For solving real-world 
problems, the machine should have an adequate amount of processing 
power. For this reason, high performing GPUs are required.

6.2.2.2  Limitations of the Deep Learning Approach

 • It lacks understanding about the exact output based on the input. On 
the basis of the training data given, we can only estimate the output 
but cannot assume that it would be exactly 100%. So, we must make 
different approximations.

 • It lacks general intelligence. Human intelligence is due to connectiv-
ity and more accurate information. But, in the case of neural net-
works, if inaccurate information is fed in, then the outcomes could 
be wrong.

 • Deep learning models cannot learn from a limited training set. Deep 
learning’s intelligence is dependent on the training datasets used. 
If there are dynamically changing scenarios, then deep learning 
doesn’t work.

 • Deep learning is limited in its current form and cannot take complex 
decisions.
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6.3  Literature Survey

6.3.1  Literature Survey for Machine Learning Approach

Rai et al. [1] proposed a method for credit card fraud detection using a neural 
network-based unsupervised learning algorithm along with autoencoder-
based clustering, K-means, local outlier factor and isolation factor on a credit 
card system dataset, with the neural network algorithm having the highest 
accuracy at 99.87%. The advantage of this system was higher accuracy, and 
the disadvantage was that because an unsupervised algorithm was used, the 
data was not labeled so the processing time was longer.

Khatri et al. [2] proposed a method for credit card fraud detection using 
supervised machine learning algorithms and also provided comparison 
between different algorithms to distinguish between fraudulent and legiti-
mate transactions. The algorithms used for prediction were Decision Tree, 
Random Forest, K-Nearest Neighbor (K-NN), Naïve Bayes and logistic 
regression. Sensitivity, precision and time were the various parameters for 
prediction. The best suited model was the Decision Tree for prediction but 
the sensitivity of K-NN was greater than the Decision Tree. Nonetheless, they 
concluded that the Decision Tree was the better option since the time taken 
for KNN was long. The disadvantage of this model was that since an imbal-
anced dataset was used, the dataset needed to be balanced.

Vidanelage et al. [3] proposed a system for fraud detection using multiple 
machine learning algorithms such as K-NN, Multilayer Perceptron (MLP), 
Gaussian Naïve Bayes (GNB), and Multinomial Naïve Bayes (MNB) on a syn-
thesized dataset. The MLP algorithm gave the highest accuracy at 99.41%. 
Although K-NN and MLP gave almost the same accuracy, the MLP was pre-
ferred over the K-NN algorithm because the combined true positive and neg-
ative values of MLP were higher than K-NN. The disadvantage of this system 
was that although MLP performed well, its execution time was bit high.

Gyamfi et al. [4] proposed a system for fraud detection using the Support 
Vector Machine (SVM). The SVM performed better than the Back Propagation 
Network (BPN). A German and Australian credit card dataset was used here. 
The dataset was classified using SVM and trained using linear and logistic 
regression for anomaly detection. The SVM proved to be more reliable. The 
disadvantage was that the accuracy showed only the rate of true assignment 
and did not check whether it was true or false assignment.

Thennakoon et al. [5] proposed a system for real-time fraud detection using 
machine learning algorithms such as SVM, Naïve Bayes, K-NN, Logistic 
Regression, and time detection was performed. An imbalanced class was 
also handled in this system. The SVM gave the highest accuracy in this sys-
tem at 91%. The disadvantage is that since it is a real-time monitoring system 
there could be some network issues.
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6.3.2  Literature Survey for Deep Learning Approach

Zamini et al. [6] proposed a system for credit card fraud detection using 
autoencoder-based clustering which is a deep learning algorithm. An auto-
encoder with three hidden layers and K-means clustering was used here. A 
European dataset was used in this system. The accuracy of this model was 
98.9%. The disadvantage is that the dataset was imbalanced because the pro-
portion of fraud to nonfraud was 0.17%.

Bouchti et al. [7] proposed a system for credit card fraud detection using 
reinforcement learning. A Q-learning algorithm along with Convolutional 
Neural Network (CNN) was used here. Because of using CNN algorithm, the 
learning process was done directly from the raw input. The accuracy of the 
model was good. The disadvantage was that the agent had to deal with long 
range time dependencies and the future reward also had to be predicted.

Roy et al. [8] proposed a system for credit card fraud detection using deep 
learning algorithms such as Artificial Neural Network (ANN), Long Short-
term Memory (LSTM), Gated Recurrent Unit (GRU) and Recurrent Neural 
Network (RNN). The LSTM and GRU algorithms outperformed the ANN 
and RNN algorithms. The disadvantage in this model was that since the 
dataset was imbalanced, sampling needed to be done.

Mubalaike et al. [9] proposed a system for intelligent financial fraud detec-
tion using an autoencoder algorithm and a Restricted Boltzmann Machine 
(RBM) algorithm. The RBM algorithm had the highest accuracy at 92.86%. 
The main disadvantage in this system was that although the total amount of 
transactions decreased, fraud remained at the same balance.

6.4  Proposed Model Architecture

The proposed model architecture is as shown in Figure 6.2.
The architecture description is given below:

 1. Input Credit Card
The first step in the fraud detection architecture is the credit card input is 
checked for whether the transactions are fraudulent or non-fraudulent.

 2. Terminal Checking
The second step in the fraud detection architecture is the terminal 
checking step. This means that all the terminal and important details 
regarding the credit card are checked. These details include: whether 
the entered credit card pin is correct or not; whether there is sufficient 
balance on the credit card or not; and whether the credit card in use is a 
blocked card or not. All these terminal check details are verified and if 
even one of the conditions is not satisfied from the terminal check, the 
card does not go for any further checks.
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 3. Card Selected or Rejected
The next step after the input of credit card and the terminal checks 
are done, is the card selected or rejected step. If all the three terminal 
check conditions are passed then the credit card is selected and if all the 
three conditions are not passed then the credit card is rejected for fraud 
detection.

 4. Predictive Model
The next step after the card selection or rejection step is the selection 
of a predictive model. The objective of a predictive model is to detect 
whether the transactions are fraudulent or not. The predictive model 
uses supervised machine learning algorithms to detect whether the 
transactions are fraudulent or not. There are different algorithms that 
can be chosen to select the correct predictive model. The algorithms are 
listed below:

 a. Decision Tree
Decision Tree models are easy to interpret and simple to under-
stand. A Decision Tree is a tree type of model structure which has 
different decisions and their consequences, and also the result out-
comes. A Decision Tree has an internal node which represents a test 
on an attribute, and also has a branch which represents the outcome 
of the test attribute, while a leaf node represents the class label. The 
decision tree is represented as follows:

FIGURE 6.2
Fraud detection architecture.



94 Intelligent Approaches to Cyber Security

First, in the decision tree, we will check whether the transaction is 
greater than ₹75,000. If ‘yes,’ then we will check the location where 
the transaction is made. And if answer is ‘no,’ then we will check the 
frequency of the transaction. After that, as per the probabilities calcu-
lated for these conditions, we will predict the transaction as ‘fraud’ 
or ‘non-fraud.’ Here, if the amount is greater than ₹75,000 and the 
location is the same as that of the IP address of the customer, then 
there is only a 25% chance that the transaction is ‘fraudulent’, and 
a 75% chance is that the transaction is ‘non-fraudulent.’ Similarly, if 
the amount is greater than ₹75,000 and also the number of locations 
are greater than 1, then there is a 75% chance that the transaction is 
‘fraudulent’ and a 25% chance that the transaction is ‘non-fraudu-
lent.’ This is the way a Decision Tree in ML helps in creating fraud 
detection algorithms.

 b. Random Forest Algorithm
Random Forest is a type of ML algorithm which uses a combination 
of different Decision Trees to improve the results. Each Decision 
Tree checks for different conditions and Decision Trees are trained 
on random datasets. The Random Forest algorithm can be used for 
both classification and regression problems. Random Forest is a 
classifier that contains a number of Decision Trees and finally takes 
an average to improve the accuracy of the dataset. The more trees 
we have, the better the accuracy we get in Random Forest. The Ran-
dom Forest algorithm also takes less training time. A Random For-
est example is shown below and in Figure 6.4:

FIGURE 6.3
Fraud prediction using Decision Tree algorithm.
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When request for a transaction is given to the model, information 
like credit card number, IP Address and amount is checked. The data 
is then fed to the fraud detection algorithm. The fraud detection al-
gorithm then selects different variables from the dataset and helps in 
splitting of the dataset into multiple Decision Trees. The subtrees con-
tain conditions to check for an authorized transaction. After checking 
all the conditions, the trees give votes or probabilities for a transac-
tion to be fraudulent or not fraudulent. Based on the combined result, 
the model will mark the transaction as fraudulent or not fraudulent.

 c. Logistic Regression
Logistic Regression is a type of regression analysis. It is mainly ben-
eficial for categorical data that gives the output as either ‘yes’ or 
‘no’. Logistic Regression helps data analysts make well-informed 
decisions. It also helps to minimize the loss. In Logistic Regression, 
instead of fitting a line we fit an “S” shaped curve that predicts the 
output as ‘yes’ or ‘no’. Multinomial outcomes can also be predicted. 
A logistic regression curve is shown in Figure 6.5.

FIGURE 6.4
Fraud prediction using Random Forest algorithm.
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6.5  Confusion Matrix

In machine learning and especially in statistical classification, a confu-
sion matrix is also called an error matrix and has a table-like structure 
which tells us the performance of the algorithm in a tabular form and is 
specifically for supervised learning algorithms. Each row in the matrix 
represents the predicted class instances, and each column represents the 
actual class instances (or vice versa). All correct predictions are placed 
diagonally so that it becomes easy to check the table for prediction 
errors. A confusion matrix is not only used in binary classification prob-
lems but also in multi-classification problems. The confusion matrix is 
illustrated below:

N = Total predictions Actual: No Actual: Yes

Predicted: No True Negative False Positive
Predicted: Yes False Negative True Positive

6.6  Comparative Analysis of Decision Tree, 
SVM and Random Forest Algorithms

Table 6.1 presents a comparative analysis of the features of each of the three 
ML algorithms: Decision Tree, Logistic Regression and Random Forest.

FIGURE 6.5
Fraud prediction using Logistic Regression.
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6.7  Conclusion

With the increase in fraud in the financial sector, it is very important to main-
tain the security of organizations, to find effective methods to detect fraud 
and also find necessary solutions to prevent fraud. The fraud detection sys-
tem architecture will help to detect fraud at each step and give feedback. 
Fraud detection systems using machine learning have proven to be effective 
in detecting fraud in the financial sector. This system can be proven more 
effective than other techniques used. In the near future, many other tech-
niques could be used for fraud detection.

6.8  Future Scope

Machine learning and deep learning algorithms are well suited to predicting 
fraudulent transactions. Nonetheless, the major problems with machine and 
deep learning algorithms are that machine learning is suited for structured 
datasets that are not very large and deep learning works on image datas-
ets. So, in our future scope we suggest more research on the availability of 
training sets that are large, so that we gain more accuracy in prediction and 
can train larger models. We should also look into other ways to implement 

TABLE 6.1

Comparative Analysis of Machine Learning Algorithms

Decision Tree Logistic Regression Random Forest

For fraud detection, Decision 
Tree considers only one 
tree at a time for building 
the output.

Logistic regression takes 
categorical values for 
fraud detection to classify 
the dataset and gives the 
possible probabilistic 
values, i.e., 0 or 1.

Random Forest is better than 
Decision Tree for fraud 
detection because it builds 
multiple decision trees to 
produce the output.

It is useful for classification 
and regression problems. 
Since fraud detection 
is a classification type 
problem, Decision Tree is 
the best option.

Since Logistic Regression 
is more beneficial for 
categorical problems, 
fraud cannot be detected 
with that much efficiency.

Since Random Forest 
algorithm is used for 
classification problems, 
fraud detection will be 
done efficiently.

Decision Tree is effective, 
easy for interpretation of 
results and suitable for 
structured data.

Logistic Regression is suited 
for structured data.

Random Forest does not 
depend highly on specific 
features and is also suitable 
for structured data.
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deep learning in our model fuzzy systems, for outlier detection can also be 
combined with our network for better prediction. Fraudsters are becoming 
more intelligent day-by-day so to implement dynamic systems should be our 
utmost goal in the future.

References

 [1] A. K. Rai and R. K. Dwivedi, “Fraud Detection in Credit Card Data Using 
Unsupervised Machine Learning Based Scheme,” 2020 International Conference 
on Electronics and Sustainable Communication Systems (ICESC), Coimbatore, 
India, 2020, pp. 421–426, doi:10.1109/ICESC48915.2020.9155615.

 [2] S. Khatri, A. Arora and A. P. Agrawal, “Supervised Machine Learning Algorithms 
for Credit Card Fraud Detection: A Comparison,” 2020 10th International 
Conference on Cloud Computing, Data Science & Engineering (Confluence), Noida, 
India, 2020, pp. 680–683, doi: 10.1109/Confluence47617.2020.9057851.

 [3] H. M. M. H. Vidanelage, T. Tasnavijitvong, P. Suwimonsatein and P. Meesad, 
“Study on Machine Learning Techniques with Conventional Tools for Payment 
Fraud Detection,” 2019 11th International Conference on Information Technology and 
Electrical Engineering (ICITEE), Pattaya, Thailand, 2019, pp. 1–5, doi: 10.1109/
ICITEED.2019.8929952.

 [4] N. K. Gyamfi and J. Abdulai, “Bank Fraud Detection Using Support Vector 
Machine,” 2018 IEEE 9th Annual Information Technology, Electronics and Mobile 
Communication Conference (IEMCON), Vancouver, BC, 2018, pp. 37–41, doi: 
10.1109/IEMCON.2018.8614994.

 [5] A. Thennakoon, C. Bhagyani, S. Premadasa, S. Mihiranga and N. 
Kuruwitaarachch, “Real-Time Credit Card Fraud Detection Using Machine 
Learning,” 2019 9th International Conference on Cloud Computing, Data Science 
& Engineering (Confluence), Noida, India, 2019, pp. 488–493, doi: 10.1109/
CONFLUENCE.2019.8776942.

 [6] M. Zamini and G. Montazer, “Credit Card Fraud Detection Using Autoencoder 
Based Clustering,” 2018 9th International Symposium on Telecommunications (IST), 
Tehran, Iran, 2018, pp. 486–491, doi: 10.1109/ISTEL.2018.8661129.

 [7] A. E. Bouchti, A. Chakroun, H. Abbar and C. Okar, “Fraud Detection in Banking 
Using Deep Reinforcement Learning,” 2017 Seventh International Conference on 
Innovative Computing Technology (INTECH), Luton, 2017, pp. 58–63, doi: 10.1109/
INTECH.2017.8102446.

 [8] A. Roy, J. Sun, R. Mahoney, L. Alonzi, S. Adams and P. Beling, “Deep Learning 
Detecting Fraud in Credit Card Transactions,” 2018 Systems and Information 
Engineering Design Symposium (SIEDS), Charlottesville, VA, 2018, pp. 129–134, 
doi: 10.1109/SIEDS.2018.8374722.

 [9] A. M. Mubalaike and E. Adali, “Deep Learning Approach for Intelligent 
Financial Fraud Detection System,” 2018 3rd International Conference on Computer 
Science and Engineering (UBMK), Sarajevo, 2018, pp. 598–603, doi: 10.1109/
UBMK.2018.8566574.

http://dx.doi.org/10.1109/ICESC48915.2020.9155615
http://dx.doi.org/10.1109/Confluence47617.2020.9057851
http://dx.doi.org/10.1109/ICITEED.2019.8929952
http://dx.doi.org/10.1109/ICITEED.2019.8929952
http://dx.doi.org/10.1109/IEMCON.2018.8614994
http://dx.doi.org/10.1109/CONFLUENCE.2019.8776942
http://dx.doi.org/10.1109/CONFLUENCE.2019.8776942
http://dx.doi.org/10.1109/ISTEL.2018.8661129
http://dx.doi.org/10.1109/INTECH.2017.8102446
http://dx.doi.org/10.1109/INTECH.2017.8102446
http://dx.doi.org/10.1109/SIEDS.2018.8374722
http://dx.doi.org/10.1109/UBMK.2018.8566574
http://dx.doi.org/10.1109/UBMK.2018.8566574


Intelligent Techniques for Financial Fraud Detection 99

Further Reading

D. Tanouz, R. R. Subramanian, D. Eswar, G. V. P. Reddy, A. R. Kumar and C. V. N. 
M. Praneeth, “Credit Card Fraud Detection Using Machine Learning,” 2021 5th 
International Conference on Intelligent Computing and Control Systems (ICICCS), 
2021, pp. 967–972, doi: 10.1109/ICICCS51141.2021.9432308.

O. Adepoju, J. Wosowei, S. Lawte and H. Jaiman, “Comparative Evaluation of Credit 
Card Fraud Detection Using Machine Learning Techniques,” 2019 Global 
Conference for Advancement in Technology (GCAT), 2019, pp. 1–6, doi: 10.1109/
GCAT47503.2019.8978372.

Narendra Shekokar and Kriti Srivastiva, “Design of Machine Learning and Rule 
Based Access Control System with Respect to Adaptability and Genuineness 
of the Requester,” EAI Endorsed Transactions on Pervasive Health and Technology, 
Issue 23, Sep 2020, doi: 10.4108/eai.24-9-2020.166359.

Narendra Shekokar and Vijay Shelke, “An Enhanced Approach for Privacy Preserving 
Record Linkage during Data Integration,”6th IEEE International Conference on 
Information Management (ICIM), London, March 2020, pp. 27–29, doi: 10.1109/
ICIM49319.2020.244689.

http://dx.doi.org/10.1109/ICICCS51141.2021.9432308
http://dx.doi.org/10.1109/GCAT47503.2019.8978372
http://dx.doi.org/10.1109/GCAT47503.2019.8978372
http://dx.doi.org/10.4108/eai.24-9-2020.166359
http://dx.doi.org/10.1109/ICIM49319.2020.244689
http://dx.doi.org/10.1109/ICIM49319.2020.244689


https://taylorandfrancis.com


101DOI: 10.1201/9781003408307-9

7
Evaluation of Learning Techniques 
for Intrusion Detection Systems

Tatwadarshi P. Nagarhalli, Ashwini M. Save and Narendra M. Shekokar
University of Mumbai, Mumbai, India

CONTENTS

7.1 Introduction  ...............................................................................................101
7.2 Review of Literature  .................................................................................106
7.3 Dataset  ........................................................................................................107
7.4 Analysis of Machine Learning Techniques  ........................................... 110

 7.4.1 Input Data  ...................................................................................... 111
 7.4.2 Number of Classes  ........................................................................ 113
 7.4.3 Number of Training Instances for Each Class  ........................... 114
 7.4.4 Number of Features  ...................................................................... 117

7.5 Conclusion  ................................................................................................. 119
References  ............................................................................................................121

7.1  Introduction

According to one estimate, as of July 2020 there are more than 4.8 billion 
internet users worldwide. Considering the fact that the world population is 
estimated at around 7.8 billion it can be understood that more than 60% of 
the citizens of this planet have access to the World Wide Web [1]. The year-
on-year growth in the number internet users is more than 1000% [1].

This incredible worldwide penetration of the internet has come as a bless-
ing for many people. There are many reasons for this exponential growth in 
the use of internet; one important reason, which has led people to readily 
embraced the internet, is the ease through which information can be assimi-
lated and disseminated. Another reason is the simplicity of methods pro-
vided by financial institutions for undertaking financial transactions over 
the internet. In India alone, in the year 2020 more than $45 billion worth of 
transactions were completed digitally [2].

http://dx.doi.org/10.1201/9781003408307-9
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According to the US Federal Bureau of Investigation, individuals or 
the general public lost more than $3.5 billion in internet fraud in the year 
2019, an increase in excess of 29%. Also, more than 450,000 cases of internet 
fraud were reported with more than 32% increase in year-on-year figures 
for reported crimes [3]. Figure 7.1 shows the exponential rise in cybercrimes 
reported, while, Figure 7.2 shows the details of the losses incurred by indi-
viduals over a period of five years.

According to another report more than one third of Indian internet users 
are susceptible to some kind of malware attacks [4]. In fact, according to 
the National Cyber Security Coordinator, India is the most cyber-attacked 
country in the world [5]. And, considering the facts that more than 70% of 
these cyber-attacks are financially motivated [6] and a hacker attack is being 
reported every 39 seconds [7], it becomes imperative that measures are taken 
to safeguard personal information and data.

One important way through which cyber-attacks can be detected is the 
use of intrusion detection systems. Intrusion detection systems try to iden-
tify attacks on computer systems and alert the concerned authority respon-
sible for dealing with cyber-attacks. These intrusion detection systems can be 
hardware-based systems or software applications designed to identify mali-
cious activities. Generally, these detection systems monitor the computer 
systems or the network traffic for any malicious activities. If and when any 
malicious activities are detected, an alert is raised so that the attack can be 
tackled in an appropriate manner. This is the main aim of an intrusion detec-
tion system: to detect the attacks as soon as these attacks have been initiated. 
But, this also remains the biggest challenge.

FIGURE 7.1
Cybercrimes reported.
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The detection and identification of cyber-attacks remain one of the most 
challenging aspects in cyber security because of the nature of the attacks. 
There are no fixed procedures which are followed by attackers; there are mil-
lions of ways in which a successful attack can be mounted. Over a period 
of time the intrusion detection systems have been upgraded and have tried 
to keep up with the challenges produced by the attackers. But, the attackers 
have been evolving at a much faster rate and in many cases they have been 
able to obfuscate the intrusion detection systems, and have been success-
ful in mounting attacks on users. So, it becomes imperative that the intru-
sion detection systems also keep on evolving and tackling the challenges of 
cyber-attacks.

In order to keep pace with the advancing sophistication of cyber-attacks many 
new technologies have been incorporated into intrusion detection systems for 
better and more accurate detection of attacks. All the technologies used for 
intrusion detection can be grouped into two types: signature-based intrusion 
detection systems and anomaly-based intrusion detection systems [8].

In signature-based intrusion detection systems, a large database contain-
ing intrusion signatures is stored in the computing system [9]. The intrusion 
detection system tries to identify the patterns of the attacks and tries to map 
them with this signature database. If any of the patterns identified by the 
detection system matches with a pattern present in the attack signature data-
base, then an alert is raised.

Signature-based intrusion detection systems are very easy to develop and 
have proved to be highly accurate when the attack pattern has been men-
tioned in the stored database [10]. But, on the flip side, signature-based 

FIGURE 7.2
Losses incurred by individuals.
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intrusion detection systems can detect only previously known attacks. So, 
it is almost impossible for a signature-based intrusion detection system to 
identify new attacks whose signatures are not present in the attack signa-
ture database. As the attacks evolve and new attack signatures are identified, 
these new attack signatures must be loaded into the attack signature data-
base. Because of this, the size of the signature database keeps on increasing 
as well. Moreover, owing to the increased database size, the intrusion detec-
tion system might take more time to detect attacks, thus defeating the very 
purpose of detecting intrusions.

In anomaly-based intrusion detection systems, the intrusion attacks are 
identified by checking for any abnormalities [11]. If any abnormalities are 
detected, then alerts are raised, and competent authorities are notified. The 
anomaly-based intrusion detection system themselves can be categorized 
into three types: (1) statistic-based systems, (2) knowledge-based systems 
and (3) machine learning-based systems [8]. Figure 7.3 shows the classifica-
tion of intrusion detection systems.

Statistics-based intrusion detection systems make use of statistical meth-
ods for finding the anomalies in the system or in the network [12]. Different 
statistical methods, like time series models, have been used for identify-
ing anomalies. Alternatively, knowledge-based intrusion detection systems 
make use of knowledge bases. Generally, it has been observed that expert 
systems are designed for the detection of intrusions [13]. Expert systems are 
systems designed for a specific purpose which can emulate human decision 
making. The effectiveness of knowledge-based intrusion detection depends 
on the knowledge base created for detection the intrusions [14].

Machine learning is a subfield of artificial intelligence which endeavors 
to learn from past experiences [15]. In recent times, machine learning has 
played a very important role in many major fields, including security, and 
has provided a very positive impact. There are many different techniques 
in machine learning which have been investigated for detection of intru-
sions based on anomalies. Comparatively, machine learning techniques have 
shown promising results. Deep learning techniques, which are specializa-
tion of machine learning [16], have also been tested for better anomaly-based 
detection of intrusion. Machine learning techniques have shown great prom-
ise in the detection of anomalies and intrusion, especially considering the 
dynamically evolving field of cyber security.

So, the chapter proposes to perform a detailed study of five learning 
techniques: Logistic Regression, Decision Tree, Artificial Neural Network, 
Random Forest and Gradient Boosting, and evaluate their effectiveness in 
the detection of intrusions. The performance of a machine learning technique 
depends on various factors like the way the data is provided, namely cat-
egorical or continuous, and this aspect has been considered as well. So, these 
machine learning techniques have been analyzed and evaluated on four 
parameters: (1) the type of input data given to the model; (2) the number of 
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FIGURE 7.3
Classification of intrusion detection systems.
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classes present; (3) the number of training instances present for each class; 
and (4) the number of features in the training data.

Apart from evaluating the effectiveness of the machine learning tech-
niques, the chapter proposes to give reasons for the effectiveness and inef-
fectiveness of any technique while performing the detection of intrusions.

In the following sections, a brief review of existing literature is presented. 
Then, the intrusion detection system dataset used for the evaluation of 
machine learning techniques is elaborated. After that, a detailed analysis and 
evaluation of different machine learning techniques on the identified datas-
ets is carried out. Finally, concluding remarks are made.

7.2  Review of Literature

Machine learning techniques have enjoyed many successes in various fields. 
This has prompted further research and employment of these learning tech-
niques in very diverse fields. One such field of study where machine learning 
techniques have showed great promise is anomaly-based intrusion detection 
systems.

Many different machine learning techniques have been trialed in order 
to find the best technique which can identify the anomaly. For example, 
Halimaa and Sundarakantham [17] study and compare machine learning 
techniques with Naïve Bayes and Support Vector Machine for intrusion 
detection. In their opinion, comparatively, the Support Vector Machine per-
forms better.

However, Gautam and Doegar [18] propose an ensemble approach. Their 
paper proposes to perform experiments on the KDDCup99 dataset by apply-
ing Naïve Bayes, Adaptive Boost and Partial Decision Tree algorithms in par-
allel in order to increase the accuracy of the system.

On the other hand, Park et al. [19] performed experimentations for anom-
aly detection on the Kyoto dataset. The Random Forest algorithm was used 
for the experimentations. Furthermore, Yihunie et al. [20] experimented with 
the Random Forest algorithm on the NSL-KDD dataset.

There have been evaluation papers as well which have evaluated the accu-
racy of different machine learning techniques. Ahmad et al. [21] performed 
comparisons of Support Vector Machine, Random Forest and a proposed 
extreme learning machine. The experimentations were performed on the 
NSL-KDD dataset.

In addition to supervised learning approaches, unsupervised learning 
approaches have also been employed in order to get good anomaly detection 
accuracy. But, generally, these unsupervised learning approaches have been 
used in combination with supervised learning approaches. Both Zhanga et al. 
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[22] and Liang et al. [23] propose a hybrid approach of using K-means cluster-
ing and Support Vector Machine for anomaly detection. The only difference 
is that paper [22] uses BIT19 dataset, while paper [23] proposes to work with 
the NSL-KDD dataset.

It can be seen that there have been quite a number of research works on 
the identification of attacks in anomaly-based intrusion detection systems 
using machine learning approaches. But, it can be observed that there are 
very few works which have carried out detailed evaluation and analysis of 
modern machine learning approaches. It is believed that a detailed evalua-
tion and analysis of modern machine learning techniques would help in the 
deployment of an effective technique which would identify any anomalous 
behavior.

7.3  Dataset

For machine learning techniques to work, they have to be trained. It can 
also be said that the efficiency of a machine learning technique depends 
largely on the dataset provided to it for training. So, a dataset plays a very 
important role in determining the overall performance of a machine learn-
ing model.

For intrusion detection systems, there are two very important and popular 
datasets. These datasets are the KDDCup99 dataset [24] and the NSL-KDD 
dataset [25]. The NSL-KDD dataset is a derivative of the KDDCup99 dataset. 
Further, the KDDCup99 dataset itself has been derived from a survey con-
ducted by the DARPA Intrusion Detection Evaluation Program, managed by 
the Massachusetts Institute of Technology’s Lincoln Lab.

It was observed that the KDDCup99 dataset contained much redundant 
data [26]. That is, in this dataset many data entries were repeated. So, a new 
dataset was prepared where the redundancies were removed, while the fea-
tures or attributes of the KDDCup99 dataset were retained. This new dataset 
was called the NSL-KDD dataset. Considering the popularity of both these 
datasets, the evaluation of important machine learning techniques has been 
carried out on both these datasets.

Both the KDDCup99 dataset and NSL-KDD dataset contain a total of 41 
features and 23 classes. Of these 23 classes, 1 is normal and the remaining 
22 are different kind of attacks. The KDDCup99 dataset contains a total of 
494,020 data entries, while the NSL-KDD dataset contains a total of 125,973 
data entries.

Details of the distribution of the 494,020 instances of the KDDCup99 data-
set and the distribution of the 125,973 instances of the NSL-KDD dataset are 
illustrated in Table 7.1.
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It can be observed from Table 7.1, how imbalanced both these datasets are. 
For the KDDCup99 Dataset, the Smurf class has 280,790 data instances, yet 
the Spy class has only two data instances. Similarly, even for the NSL-KDD 
dataset, the Normal class has a total of 67,343 instances whereas, the Spy 
class again has only two instances.

Further, these 22 attacks or classes have been categorized into four 
attacks. These four categories are the Denial of Service attack (DOS), 
Probing attack (Probe), User to Root attack (U2R) and Remote to Local 
attack (R2L). Figure 7.4 shows the details of the categorization of the 22 
attacks into the four categories.

Table 7.2 shows the number of data instances available for each of the 4 
attacks after the categorization.

It can be observed that, even after consolidation of 22 classes into four 
attack types, the datasets remain highly imbalanced. For the KDDCup99 

TABLE 7.1

Number of Instances per Class

Sr. No. Name of the Class
Number of Instances 

in KDDCup99
Number of Instances 

in NSL-KDD

1. Normal 97,277 67,343
2. Buffer Overflow 30 30
3. Load Module 9 9
4. Perl 3 3
5. Neptune 107,201 41,214
6. Smurf 280,790 2,646
7. Guess Password 53 53
8. POD 264 201
9. Teardrop 979 892
10. Port Sweep 1,040 2,931
11. IP Sweep 1,247 3,599
12. Land 21 18
13. FTP Write 8 8
14. Back 2,203 956
15. IMap 12 11
16. Satan 1,589 3,633
17. PHF 4 4
18. NMap 231 1,493
19. Multihop 7 7
20. Warezmaster 20 20
21. Warezclient 1,020 890
22. Spy 2 2
23. Rootkit 10 10

Total 494,020 125,973
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dataset, the DOS attack has the highest number of instances with 391,458 and 
the the U2R attack has the lowest number of instances with 52 entries. For 
the NSL-KDD dataset, the highest number of instances have been recorded 
for the Normal class with 67,343 data entries and the U2R attack with 52 
instances has the lowest data entry figure.

FIGURE 7.4
Categorization of the attacks.

TABLE 7.2

Number of Data Instances in Different Attack Categories

Sr. No. Name of the Attack
Number of Instances 

in KDDCup99
Number of Instances 

in NSL-KDD

1. Normal 97,277 67,343
2. DOS 391,458 45,927
3. Probe 4,107 11,656
4. U2R 52 52
5. R2L 1,126 995

Total 494,020 125,973
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7.4  Analysis of Machine Learning Techniques

As an important task in anomaly-based intrusion detection systems is 
the proper identification of the attacks, a supervised learning approach is 
required. Also, as both the identified datasets have different classes of attacks 
and distinct groups, classification algorithms are required under the super-
vised learning approaches.

For the purpose of evaluation, five classification machine learning tech-
niques have been identified which have been trained and tested on the 
KDDCup99 and NSL-KDD datasets. The identified techniques are: (1) 
Logistic Regression, (2) Decision Tree, (3) Simple Artificial Neural Network, 
(4) Random Forest and (5) Gradient Boosting [27]. Of these five techniques 
Logistic Regression and Decision Tree algorithms are legacy techniques, 
while the remaining three methods are state-of-the-art techniques.

Logistic Regression uses logistic function or the sigmoid function for clas-
sification purposes. The sigmoid function is an ‘S’ curve and using this func-
tion the input data provided to the Logistic Regression is classified. Due to 
this, generally it is assumed that Logistic Regression works best when per-
forming binary classification and when working with numerical input data.

On the other hand, the Decision Tree develops a tree-like structure based 
on the features of the training data which is utilized for classification pur-
poses. For the construction of the tree, the concept of information gain is 
used. In most general terms trained decision trees are simple ‘if-then-else’ 
statements used for classification. Decision Trees can work with both numer-
ical and categorical data.

The Artificial Neural Network tries to mimic the functionality of the 
human neuron of collaborative learning. This collaboration artificial neural 
network is possible with the help of weights and biases associated with neu-
rons. Initially these weights and biases are assigned at random. Using a back 
propagation algorithm, these weights and biases are recalculated in order to 
perform classification. Because of the presence of these weights and biases, 
artificial neural network work is numerical data. Deep learning techniques 
are based on the simple Artificial Neural Network.

Random Forest and Gradient Boosting are both ensemble approaches. That 
is, they develop more than one decision structures. Random Forest algo-
rithms develop a number of decision tree structures using subsets of features 
given in the training data. All these different decision trees constructed by 
the Random Forest algorithm perform classification of the dataset indepen-
dently, and the class chosen by the maximum number of decision trees is 
chosen as the answer of the Random Forest algorithm.

Similar to the Random Forest approach, the Gradient Boosting algorithm 
also makes use of multiple decision tree structures. While the Random Forest 
approach develops a number of decision trees at random, Gradient Boosting 
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algorithms develops one decision tree at a time. The structure of a decision 
tree and the features selected for the construction of a particular decision tree 
depends on the classification results produced by the immediate previous 
decision tree. As both Random Forest and Gradient Boosting algorithms cre-
ate multiple decision trees, both these techniques can handle numerical as 
well as categorical data.

A number of factors determine the performance and the efficiency of 
machine learning algorithms. Some of the important factors that affect the 
performance of these learning techniques are: (1) the type of input data given 
to the model, (2) the number of classes present, (3) the number of training 
instances present for each class and (4) the number of features in the training 
data. The evaluation and analysis of the effectiveness of the four identified 
learning techniques has been carried out while considering these parameters.

7.4.1  Input Data

There are two types of input data that can be given to a machine leaning algo-
rithm: categorical data and continuous numerical. Categorical data means the 
feature values of the data are distinct groups, like male and female, whereas, 
continuous numerical data are finite numerical values, like 1, 2, and so on.

While techniques like Logistic Regression and Artificial Neural Network 
work best when the given data is continuous numerical, Decision Tree, 
Random Forest and Gradient Boosting can work with, and handle, both con-
tinuous and categorical input data.

The KDDCup99 and NSL-KDD datasets contain a mixture of both these 
types of input data. Of the 41 features in the dataset, seven features are cat-
egorical in nature and the remaining are continuous numerical values. It is 
very difficult for a machine learning algorithm to handle input data which 
contains a mixture of continuous numerical and categorical data.

So, the accuracy of the machine learning techniques were analyzed in 
two ways. First, by giving the dataset, as seen, to the five machine learn-
ing approaches. In this case the input data was considered to be continu-
ous numerical values. In the second case all the 34 continuous features were 
converted into categorical features containing either three or four categories 
based on their range of values.

For example, the values for the feature named ‘src_bytres’ range from ten 
to hundreds and to thousands, so, these values were converted into four cat-
egories. On the other hand, the feature named ‘duration’ has much less varia-
tion, hence, these values were converted into three categories.

The different python codes developed for evaluation can be accessed through 
GitHub [28]. The python file names have been mentioned in the tables.

The accuracy produced under both these cases by the machine learning 
techniques when KDDCup99 and NSL-KDD datasets were provided to it 
separately, has been shown in Table 7.3.
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From Table 7.4 it can be seen that for numerical data, with the exception of 
the Artificial Neural Network, all the techniques produced very good results 
for both the datasets. Moreover, when categorical data was provided, all five 
techniques produced very good results for both datasets.

Even though the results seem impressive certain things need to be consid-
ered. For training and testing with numerical continuous data the original 
dataset was kept untouched so, it is unknown how the categorical data was 

TABLE 7.3

Accuracy for Numerical and Categorical Input Data

Sr. No.
Data Type (GitHub 
Python File Name) Algorithm Name

KDD Cup99 
Result in %

NSL-KDD 
Result in %

1. Numerical (IDS) Logistic Regression 99.18 83.57
Decision Tree 99.97 99.74
Artificial Neural 

Network
56.75 0.03

Random Forest 99.97 99.82
Gradient Boosting 99.85 98.77

2. Categorical (IDS-Cat) Logistic Regression 99.33 95.06
Decision Tree 99.49 98.27
Artificial Neural 

Network
98.40 88.17

Random Forest 99.50 98.33
Gradient Boosting 99.30 96.46

TABLE 7.4

Accuracy for Numerical and Categorical Input Data with Five Classes

Sr. No.
Data Type (GitHub 
Python File Name) Algorithm Name

KDD Cup99 
Result in %

NSL-KDD 
Result in %

1. Numerical (IDS-Bal) Logistic Regression 99.17 84.84
Decision Tree 99.97 99.75
Artificial Neural 

Network
94.32 22.93

Random Forest 99.98 99.87
Gradient Boosting 99.83 98.44

2. Categorical (IDS-Bal2) Logistic Regression 99.22 94.50
Decision Tree 99.49 98.45
Artificial Neural 

Network
79.13 91.13

Random Forest 99.51 98.48
Gradient Boosting 99.23 95.52
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treated by the different machine learning techniques. Also, when the dataset 
was converted into categorical, even then Logistic Regression, which is con-
sidered to work well with numerical data, gives an accuracy of more than 
99%. This means that even the categorical data was considered as numerical. 
So, it would be better to perform more detailed analysis.

7.4.2  Number of Classes

It is generally observed that the performance of some machine learning tech-
niques degrade with the increase in the number output classes. So, origi-
nally, with around 23 classes in the datasets, the performance of the machine 
learning techniques could be undesirable and also untraceable. Untraceable 
because, with the increase in the number of classes it becomes difficult to 
understand whether the model is performing as expected or not.

So, the number of classes was brought down to five. This was using details 
from Figure 7.2 and Table 7.3. Now, instead of having 23 classes, the dataset 
would now contain only five classes, including normal class. The accuracy 
results produced on both the datasets are detailed in Table 7.4.

From Table 7.5 it can be inferred that Decision Tree, Random Forest and 
Gradient Boosting techniques produced good results in all the above cases. 
The performance of Artificial Neural Network increases drastically from 
22.93% for numerical data to 91.13% to categorical data when the NSL-KDD 
dataset was provided.

TABLE 7.5

Accuracy Produced after Random Oversampling

Sr. No.
Data Type (GitHub 
Python File Name) Algorithm Name

KDD Cup99 
Result in %

NSL-KDD 
Result in %

1. Numerical 
(IDS-O-N)

Logistic Regression 38.53 (Iteration 
Reached Limit)

27.71 (Iteration 
Reached Limit)

Decision Tree 99.99 99.93
Artificial Neural 

Network
22.59 (Abnormal 

Termination)
21.32 (Abnormal 

termination)
Random Forest 99.99 99.98
Gradient Boosting 97.5 95.19

2. Categorical 
(IDS-O-C)

Logistic Regression 91.55 (Iteration 
Reached Limit)

89.29 (Iteration 
Reached Limit)

Decision Tree 96.79 96.08
Artificial Neural 

Network
20 (Abnormal 

termination)
76.59 (Abnormal 

termination)
Random Forest 96.79 96.10
Gradient Boosting 91.50 87.89
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This is again undesirable because, an input to a neural network has to be a 
numerical value. So, it has to be concluded that the neural network might be 
treating the categorical data which has been encoded as 0, 1, and so on, as a 
numerical value of 0, 1, and so on. Working with these three to four numbers 
would be simpler than working with diverse real values which range from 
tens to thousands. This might be one of the reasons why there is a spike in the 
accuracy of the neural network.

7.4.3  Number of Training Instances for Each Class

Another important factor that affects the overall accuracy and performance 
of a machine learning model is the number of data instances for each class 
in the training data. The reason for this is, a class with higher number of 
data instances is studied better by a learning model than a class with a lower 
number of data instances.

If there is a huge disparity of data instances between the classes, then the 
results cannot be trusted either. As already mentioned, both the KDDCup99 
and NSL-KDD datasets are highly imbalanced. The imbalance in the dataset 
continues even after consolidation of the classes after categorization.

Generally, there are two ways of dealing with imbalance of the dataset in 
machine learning: oversampling and undersampling [29]. The analysis of 
machine learning techniques after oversampling and undersampling has 
been conducted on KDDCup99 and NSL-KDD datasets after the categoriza-
tion of the datasets, that is, sampling has been carried out on the datasets 
with five classes.

7.4.3.1  Oversampling

Oversampling is a technique of creating or replicating multiple instances of 
a class with a lower number of data instances (also called a minority class) 
in an imbalanced dataset. In a dataset, the class with the highest number of 
data instances is called the majority class and all the other classes are minor-
ity classes. Replication of data is carried out for all the minority classes till the 
number of data instances reach the same number as that of the majority class.

From Table 7.3 it can be observed that, for the KDDCup99 dataset, the 
DOS attack has the highest number of instances hence, it is the majority class 
with 391,458 data instances and the remaining four classes are the minority 
classes. Replication of data is carried out for all the four minority classes till 
the number of data instances for each of these classes reaches 391,458. So, 
after oversampling, all the five classes in the dataset contain 391,458 data 
instances each.

There are two simple and effective ways of conducting oversampling: 
Random Oversampling and Synthetic Minority Over-sampling Technique 
(SMOTE) [30]. In Random Oversampling, replication of data instances of the 
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minority class is carried out randomly. Whereas in SMOTE, the replication 
of data in the minority class is carried out while considering the similarity 
between the data instances within the minority class [31]. That is, instead of 
performing replication at random, the SMOTE considers the feature space of 
the minority class input data. Using this feature space, semantic similarity and 
characteristics of the input data points of these classes are identified. Using 
this information, the data points in the minority classes are generated. As the 
SMOTE has a better understanding of the data points within the minority class, 
the data points generated using this technique are comparatively considered 
to be more authentic and better for evaluation of a machine learning model.

Table 7.5 shows the accuracy results produced by the machine learning 
techniques after Random Oversampling has been conducted.

While Random Oversampling can be carried out for both numerical and 
categorical data, SMOTE oversampling can be carried out only on numerical 
valued data. Table 7.6 shows the accuracy results produced by the machine 
learning techniques after Oversampling was carried out using the SMOTE 
technique.

From Tables 7.6 and 7.7 there are a few important observations which can 
be made. First, it can be observed that there are hardly any differences or 
changes in accuracies for both types of oversampling methods, for both the 
datasets. So, it can be said that for the two datasets under consideration, the 
oversampled data produced by Random Oversampling and SMOTE overs-
ampling should be quite similar.

Another observation which can be made is, the Logistic Regression and 
Artificial Neural Network methods were terminated abruptly. Here, it has 
to be noted that after oversampling the KDDCup99 dataset contained a total 
of 1,957,290 data instances and the NSL-KDD dataset contained a total of 
336,715 data instances. So, it has to be said that both these machine learn-
ing methods could not handle the huge number of data instances created by 
oversampling of the data.

TABLE 7.6

Accuracy Produced after SMOTE Oversampling

Sr. No.
Data Type (GitHub 
Python File Name) Algorithm Name

KDD Cup99 
Result in %

NSL-KDD 
Result in %

1. Numerical 
(IDS-OS-N)

Logistic Regression 37.61 (Iteration 
Reached Limit)

23.85 (Iteration 
Reached Limit)

Decision Tree 99.87 99.85
Artificial Neural 

Network
27.0 (Abnormal 

Termination)
21.24 (Abnormal 

Termination)
Random Forest 99.99 99.97
Gradient Boosting 97.19 95.09
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7.4.3.2  Undersampling

In undersampling, first and foremost the minority class with the least num-
ber of data instances is identified, and is called the least minority class. Then, 
the data instances of all the other classes are deleted in order to match the 
number of data instances of the least minority class. At the end of the under-
sampling process all the classes have the same number of data instances as 
the least minority class.

From Table 7.3 it can be observed that, in both the KDDCup99 and NSL-
KDD datasets, the User to Root attack class has the lowest number of data 
instances with 52 entries. So, after undersampling all the remaining classes 
also have only 52 data instances.

Table 7.7 shows the accuracy results of the machine learning techniques on 
KDDCup99 and NSL-KDD datasets after Random Undersampling has been 
carried. Random Undersampling is a technique where the data instances of 
all the non-least minority classes are deleted at random.

After observing Table 7.8 one may feel satisfied with the results but, mak-
ing decisions based on these results may not be wise. This is especially true 
of the two datasets under consideration. The main reason for this is the level 
by which the classes are all represented.

In the NSL-KDD dataset the Normal class with 67,343 data instances is 
the majority class. But, after undersampling it has only 52 instances that is, 
only 0.077% of the original data has been represented. For the KDDCup99 
this ratio is even worse. In the KDDCup99 dataset the DOS attack class with 

TABLE 7.7

Accuracy Produced after Random Undersampling

Sr. No.
Data Type (GitHub 
Python File Name) Algorithm Name

KDD Cup99 
Result in %

NSL-KDD 
Result in %

1. Numerical (IDS-U-N) Logistic Regression 73.08 48.08
Decision Tree 92.31 80.77
Artificial Neural 

Network
17.31 21.15

Random Forest 98.08 90.38
Gradient Boosting 94.23 86.54

2. Categorical (IDS-U-C) Logistic Regression 82.69 82.69
Decision Tree 84.61 86.54
Artificial Neural 

Network
15.13 63.46

Random Forest 88.46 88.46
Gradient Boosting 90.38 80.77
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391,458 data instances is the majority class, of which only 52 instances are 
considered for training and testing, which is only 0.01% of the original data.

Hence, it has to be said that the machine learning methods would have 
insufficient data for training and testing. So, the results produced by the 
machine learning techniques under such conditions are neither optimum nor 
complete.

7.4.4  Number of Features

The number of features also plays a very important role in determining 
the overall efficiency of a machine learning algorithm. With the increase in 
the number of features, there is an exponential increase in the complexity 
of machine learning techniques [32] which might adversely impact the out-
come of a system.

For the datasets under consideration, there are 41 features. Working with 
this many features not only increases the complexity of the machine learning 
techniques, but also raises questions over the efficiency of the techniques. So, 
reducing the number of features is an important task.

One of the popular techniques used for reducing the number of features 
in a dataset is principal component analysis (PCA) [33]. In PCA, important 
components are computed and identified which would replace the original 
features and feature values.

Evaluation of machine learning techniques has been carried out by apply-
ing principal component analysis on both the datasets for all variants of the 
data. That is, principal component analysis has been applied on the origi-
nal data with 23 classes, on the categorized data with five classes, and on 
both types of oversampled data. Principal component analysis has not been 
applied on the undersampled data because, as it has already been estab-
lished, for the dataset under consideration undersampled data is not appro-
priately representing the original dataset.

TABLE 7.8

Accuracy Produced after PCA (n = 2) on Datasets with 23 Classes

Sr. No.
Data Type (GitHub 
Python File Name) Algorithm Name

KDD Cup99 
Result in %

NSL-KDD 
Result in %

1. Numerical 
(IDS-N-PCA)

Logistic Regression 86.57 (Iteration 
Reached Limit)

44.29 (Iteration 
Reached Limit)

Decision Tree 99.81 92.98
Artificial Neural 

Network
90.48 (Abnormal 

Termination)
53.29 (Abnormal 

termination)
Random Forest 99.83 93.01
Gradient Boosting 99.31 92.37
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After principal component analysis has been carried out, machine learn-
ing techniques have been implemented in order to find the accuracy scores. 
For testing purposes, the number of principal components has been kept at 
two. That is, the machine learning models will have only two features to 
work with. Also, an important thing to note here is that principal compo-
nent analysis can only be conducted on continuous numerical data. So, the 
accuracy results have been obtained only on the numerical data and not on 
categorical data.

Table 7.8 shows the accuracy results produced by the machine learning 
techniques on the dataset with 23 classes and after converting 41 features 
into two principal components.

Accuracy results by machine learning techniques on five classes of attack 
categories after principal component analysis has been carried with two 
principal components has been detailed in Table 7.9.

Table 7.10 shows the accuracy results on Random Oversampled data with 
five classes and two principal components.

TABLE 7.9

Accuracy Produced after PCA (n = 2) on Datasets with Five Classes

Sr. No.
Data Type (GitHub 
Python File Name) Algorithm Name

KDD Cup99 
Result in %

NSL-KDD 
Result in %

1. Numerical 
(IDS-Bal-PCA)

Logistic Regression 88.19 51.93 (Iteration 
Reached Limit)

Decision Tree 99.86 93.38
Artificial Neural 

Network
79.13 (Abnormal 

Termination)
36.38 (Abnormal 

termination)
Random Forest 99.87 93.84
Gradient Boosting 99.37 92.14

TABLE 7.10

Accuracy Produced after PCA (n = 2) on Random Oversampled Data with  
Five Classes

Sr. No.
Data Type (GitHub 
Python File Name) Algorithm Name

KDD Cup99 
Result in %

NSL-KDD 
Result in %

1. Numerical 
(IDS-O-PCA)

Logistic Regression 36.03 (Iteration 
Reached Limit)

21.31 (Iteration 
Reached Limit)

Decision Tree 99.37 91.05
Artificial Neural 

Network
20.03 (Abnormal 

Termination)
20.13 (Abnormal 

Termination)
Random Forest 99.37 91.06
Gradient Boosting 90.35 82.20
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Finally, Table 7.11 shows the accuracy results on data with five classes 
and two principal components when the dataset was oversampled using 
Synthetic Minority Over-sampling Technique (SMOTE).

From Tables 7.8–7.11 it can be observed that the results produced by the 
identified machine learning techniques after PCA has been carried out, in all 
the cases are very good results. These results are comparable with the results 
achieved when no PCA had been done. So, it can be said that here that PCA 
plays a positive role by reducing the time and computation complexity for 
the implementation of machine learning techniques without compromising 
on accuracy.

Another interesting thing to be noted from the Tables 7.8–7.11 is, the results 
produced by the Decision Tree technique and the Random Forest are very simi-
lar, with differences being in fractions. The reason for this similarity in accuracy 
is that during training the Random Forest technique creates a number of deci-
sion trees with different combinations of features but, in this case as the number 
of features has been reduced to only two there is little space for the technique 
to create multiple combinations of features. This is the reason why, when the 
principal components were only two, the results produced by the Decision Tree 
algorithm and Random Forest techniques are very close to each other. It should 
also be noted that the differences in the results produced by these two tech-
niques widens with the increase in the number of principal components.

7.5  Conclusion

The high financial impact and sophistication of cyber-attacks mandate 
that state-of-the-art cyber-attack detection systems are put in place. One of 
the more effective methods for detection of cyber-attacks is the Intrusion 
Detection System.

TABLE 7.11

Accuracy Produced after PCA (n = 2) on SMOTE Data with Five Classes

Sr. No.
Data Type (GitHub 
Python File Name) Algorithm Name

KDD Cup99 
Result in %

NSL-KDD 
Result in %

1. Numerical 
(IDS-OS-PCA)

Logistic Regression 37.38(Iteration 
limit reached)

20.87 (iteration 
limit reached)

Decision Tree 98.6 90.04
Artificial Neural 

Network
20.03(Abnormal 

Termination)
20.13 (abnormal 

termination)
Random Forest 98.66 90.29
Gradient Boosting 90.61 81.44
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With the sophistication of and evolution in the attacks, even intrusion 
detection systems are required to evolve and be effective in detecting an 
attack. Hence, many new technologies have been incorporated into intrusion 
detection systems in order to make them a potent force in the detection of 
intrusion even in dynamically changing and challenging scenarios. One of 
the important technologies incorporated is machine learning. Machine learn-
ing techniques have shown great promise in the detection of intrusions based 
on the anomalies.

In this chapter a detailed analysis of five machine learning techniques: 
Logistic Regression, Decision Tree, Artificial Neural Network, Random 
Forest and Gradient Boosting, in detecting intrusions has been carried out. 
Of these machine learning techniques, Logistic Regression and Decision Tree 
are legacy techniques whereas, Artificial Neural Network, Random Forest 
and Gradient Boosting are considered to be state-of-the-art techniques. This 
evaluation and analysis of the identified machine learning techniques has 
been carried out on KDDCup99 and NSL-KDD datasets, two of the most 
popular intrusion detection datasets available.

The performance of a machine learning model depends on a number of 
factors including: the type of input data, number of classes for classification, 
the number of training instances for each class and the number of features, 
among other things. Based on these four parameters a detailed analysis and 
evaluation has been conducted in this chapter.

From the results obtained, it can be concluded that of the five machine 
leaning techniques identified, Logistic Regression and Artificial Neural 
Network techniques were not able to handle the large amount of data, in 
many cases. This was found to be true especially when the data was overs-
ampled in order to work around the imbalances in the datasets. So, it can be 
said that for the type of dataset available for intrusion detection system these 
two machine learning techniques are not very effective.

With the increase in the data, the optimization required for finding the cor-
rect results requires a very large number of iterations. With KDDCup99 and 
NSL-KDD both having very large amounts of data instances, the Logistic 
Regression technique was required to perform an unusually large number 
of iterations. This is one of the reasons for the ineffectiveness of Logistic 
Regression in the present case.

While Logistic Regression required optimization, the Artificial Neural 
Network required a Back Propagation technique for getting results. Even 
here, it can be said that the Back Propagation technique couldn’t handle large 
number of dataset instances present for training purposes.

On the other hand, all the three remaining machine learning techniques, 
Decision Tree, Random Forest and Gradient Boosting produced good results 
in all the scenarios put forward in this chapter. Decision Tree, Random Forest 
and Gradient Boosting could not only effectively handle the large amount of 
data, but also produced very good results.
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Another important thing to be noted here is that these three machine learn-
ing techniques have produced good results for both types of data, numerical 
and categorical. One reason for this success is, unlike Logistic Regression and 
Neural Network, these three techniques are built to handle both numerical 
and categorical data.

Comparatively, among these three techniques the Random Forest tech-
nique performs best. A closer analysis of the results produced by these 
three techniques proves this point. Even though the results produced by 
the Random Forest and Decision Tree models are similar, it can be observed 
that the Random Forest technique consistently outperforms the Decision 
Tree and Gradient Boosting techniques for both datasets. So, it can be safely 
concluded that for the datasets used for anomaly-based intrusion detection 
systems, KDDCup99 and NSL-KDD, Random Forest technique seems to be 
the best fit.
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8.1  Introduction

Neural networks, rooted in the Universal Approximation Theorem are trans-
forming disciplines like computer vision and natural language processing 
providing cutting edge products for advertisement, recommendation sys-
tems, voice assistants and so on. Since deep learning approaches are found to 
be state-of-the-art in several domains, an interdisciplinary approach within 
the cyber security domain is likely to produce great outcomes in protecting 
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applications, systems and networks. The need for the enforcement of a secu-
rity methodology is self-evident, with deep neural networks being an ideal 
candidate modeling non-linear, complex relationships without imposing 
restrictions on input variables. The future of machine learning in general 
[1, 2] and deep neural networks in particular [3] looks to be very promising 
for the domain of cybersecurity. This chapter aims to explore the same.

8.2  Pitfalls in Traditional Cyber Security

The most imminent threats in this age of the internet and data are the right-
ful concerns of privacy and security. This section details the common cyber 
security vulnerabilities and attack strategies faced by modern technology.

8.2.1  Denial-of-Service (DoS) Attacks

Denial-of-Service (DoS) attacks render online resources unavailable by 
reducing, restricting or preventing access to the intended users. Figure 8.1 
shows the anatomy of a DoS attack. The salient goal is to curb the legiti-
mate access to the system—often by means of flooding the victim’s system 
with fraudulent service requests or traffic to overload and exhaust server 
resources (e.g., RAM, CPU etc.)—which in turn compromises the speed of 
service, network performance and, in dire cases, leads to the unavailability of 
the system. DoS can present more opportunities for attacks as messages have 
to be retransmitted to access the resources of an overloaded system, reduc-
ing anonymity and security [4]. While DoS emerges from a single source, 
Distributed Denial-of-Service attacks (DDoS) assault targets the whole net-
work infrastructure, saturating it with fraudulent traffic. The two types of 
attack share the common objective of overwhelming the system resources 
and potentially exploiting its vulnerabilities [5]. Although academia is work-
ing toward detecting these attacks [6, 7], when the impact of DDoS attacks on 
cloud computing is explored, it is found that they often remain undetected 
even when current security provisions are in place [8].

8.2.2  Social Engineering

Social engineering aims to deceive users by duplicitously claiming to be 
employees, vendors or support personnel exploiting a naïve user’s natural 
inclination of trust to compromise data security. Traditional protections from 
malware and viruses will not protect users from the human-based social engi-
neering attack, making its prevention especially difficult. Mitigating immi-
nent threats of social engineering are especially difficult since the relationship 
between human interactions and security breaches pertaining to social engi-
neering has not been adequately explored beyond anecdotal evidence [9].
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FIGURE 8.1
Denial of service attack.
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8.2.3  Phishing

Phishing is an aspect of social engineering where attackers target the human 
vulnerabilities of end users, often by distributing malicious links or attach-
ments that give the attacker access to personal information, login credentials 
or even finances when clicked or downloaded. While the average naïve user is 
especially susceptible to these attacks, even sophisticated users can be tricked 
with discomfiting ease. Figure 8.2 demonstrates the operation of a phishing site. 
Empirical experiments depicted that 23% participants did not take even simple 
security indications in a website into account leading to incorrect choices 40% 
of the time [10]. Although efforts have been made in detecting phishing sites 
[11], they are online only for a short period of time, and the fraudster is well 
on the way to another scam before alarms are raised [12]. This allows them to 
create a cycle of significant damage without getting caught. Albeit traditional 
security layers like two-factor authentication, antivirus software, and firewalls 
do provide protection, they are all fallible and vulnerable to one wrong click.

8.2.4  Malware

Malware, short for ‘malicious software’, deliberately implements the harmful 
intent of an attacker [13]. They are seen in different forms like viruses, trojan 
horses, rootkits or backdoors including adware, spyware and ransomware. 

FIGURE 8.2
Attack with a phishing site.
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Malware is, therefore, an umbrella term used for a variety of hostile or mali-
cious programs. Malware is continually evolving to become more pernicious 
and sophisticated, not just in sheer volume but also in efficacy by designing 
varied obfuscation techniques to go undetected. Figure 8.3 displays how 
malware can compromise the system. A survey conducted by Symantec in 
February 2019 found that 47% of the organizations had experienced mal-
ware security incidents/network breaches in the previous year [14]. McAfee 
records over 100,000 new malware samples every single day which amounts 
to a new threat every second. The massive diversity and volume of malware 
variants renders traditional signature-based techniques ineffective.

8.2.5  Data Breach

Data breach is the disclosure of confidential information to unauthorized 
parties. The modern technological landscape undeniably relies on the data, 
making it an essential commodity to enterprises, organizations and institu-
tions alike. Although promising attempts have been made by research for 
protecting data [15, 16], data breaches have become a pressing concern for 
enterprises because of the exponential increase in consumer data and the 
unavoidable digitization of sensitive records and transactions. Figure 8.4 dem-
onstrates a data breach. According to IBM’s 2016 Cost of Data Breach Study, 
the average consolidated cost of a data breach is $4 million [17]. Despite a 
plethora of efforts, the mitigation of data breaches continues to be a research 

FIGURE 8.3
Malware compromising a system.
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Data breach attack.
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problem since data breaches occur in varied ways [18]. Compromised cyber 
security infrastructure can inflict damage in the form of data breaches, and 
consequently, unreliable operations. Secure provisioning of devices, secured 
connectivity between devices and secure data storage is a non-negotiable 
aspect of the modern technological landscape.

This section therefore highlights the shortcomings of traditional cyber 
security necessitating intervention and improvement in the domain.

8.3  Proposed Deep Learning Architectures 
and Methodologies

Neural networks are deep learning algorithms that learn in a hierarchical 
manner: each layer continues to gain the ability to learn increasingly abstract 
features. This section describes and analyses different neural network mod-
els, algorithms and methodologies along with their variants.

8.3.1  Convolutional Neural Networks

A convolutional neural network is a subtype of deep neural networks which 
utilizes alternating layers of convolutions and pooling for every layer, along-
side filter banks made up of kernels that are trainable. CNNs generally 
employ the Rectified Linear Unit activation function that converts negative 
values to 0, extracting only the prominent features [19]. The max pooling 
layer helps reduce complexity while allowing prominent features to pass 
through to upper layers of the network [20]. This process is repeated to gain 
relevant, abstract and location invariant features that are accurate depictions 
for recognition problems. CNNs greatly reduce the number of parameters 
when compared to traditional feedforward networks because of their unique 
design consisting of weight sharing and pooling. The architecture is espe-
cially good at learning feature hierarchies from data [21]. The convolutional 
neural networks have been improved and altered to generate several vari-
ants like RCNN [19], and Fast-RCNN [20].

8.3.2  Recurrent Neural Networks

Recurrent neural networks are useful for remembering information through 
time, exhibiting temporal dynamic behavior [22]. This class of artificial neu-
ral networks can deal with variable length input using its internal state. 
These internal states can have feedback connections or gated memory, lead-
ing to the creation of Long Short Term Memory networks (LSTMs) or Gated 
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Recurrent Units (GRUs). Connections in an RNN move beyond the traditional 
feed-forward structure, connecting the output of a neuron back to itself. The 
architecture can therefore operate over any sequence of vectors, often used 
with both sequences in the input and the output [23]. Training RNNs can be 
challenging because the gradients can vanish or explode with reactive ease, 
failing to achieve the intended purpose of the training algorithm [24].

8.3.3  Generative Adversarial Networks

Generative Adversarial Networks (GANs) learn by the architecture of adver-
sarial training or ‘learning by comparison’. The architecture was developed 
by Goodfellow et al. [25]. There are two parts that work in conjunction in a 
GAN: the generator and the discriminator. At the end of training, the genera-
tor can produce data that so closely resembles the original sample that the 
generated data is by all practical means indistinguishable from the original 
source. Furthermore, GANs are widely known for their applicability, which 
includes, but is not limited to, optical flow estimation, caption generation 
and image enhancement. A deep convolutional generative adversarial net-
work (DCGAN) [26] is an open-source, pretrained GAN for image genera-
tion released by Facebook.

While novel designs strive to surpass the limits of established model archi-
tectures, it is noteworthy that these foundational deep learning architectures, 
and their various iterations, persist as a reference framework, elucidating the 
rationale behind certain solutions and serving as benchmarks for mathemati-
cally derived expectations.

8.4  Deep Learning Applications in Cyber Security

Here is an academic overview of solutions proposed for some of the afore-
mentioned threats, including Intrusion Detection Systems (IDS/IPS), 
Network Traffic Analytics, Social Engineering, and Malware Detection. 
These examples illustrate how variants of aforementioned DL techniques are 
used in cybersecurity.

8.4.1  Intrusion Detection Systems (IDS/IPS) with Network Traffic Analytics

Intrusion Detection and Prevention Systems detect and prevent hackers 
from gaining unauthorized access to a system while providing reporting 
and notification functionality. Deep learning approaches have seen a lot 
of success in analyzing network traffic with better accuracy and reducing 
the number of false alerts. Deep learning and artificial neural networks are 
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showing promising results in analyzing network requests and HTTPS net-
work traffic to look for malicious activities. Convolutional neural networks 
have been very successful at the task by virtue of their ability to extract 
features while simultaneously avoiding overfitting due to weight sharing 
and pooling. Dilated convolutional autoencoders (DCAEs) proposed by Yu 
et al. [27] can automatically learn apposite features from raw network traffic 
data that is large scale and multi-varied to enable network intrusion detec-
tion models.

8.4.2  Social Engineering Detection

Social engineering attacks are easy to create and scale since they exploit the 
weakest cyber security link—human intervention. Given the especially per-
nicious nature of these attacks, researchers have been continually attempting 
to create robust systems that can protect users. Deep learning in general and 
Natural Language Processing (NLP) in particular has had considerable suc-
cess in detecting spam and other forms of social engineering. Practical, easy-
to-use tools are continually developed to protect naïve users from falling 
prey to social engineering schemes. Researchers built a Chrome extension 
that analyzed and classified URLs to isolate the malicious ones [28]. While 
malicious links, spam emails and phishing websites are more commonly 
known, one must not forget the traditional forms of communication. Deep 
learning algorithms produce staggering results even in the realm of speech. 
One such example is the Social Engineering Defence Architecture (SEDA) 
[29] that enables computer systems to analyze phone conversations in real 
time to determine if the caller is deceiving the receiver. The work generates 
real-time signatures while also providing impressive results.

8.4.3  Malware Detection

Deep learning algorithms are capable of detecting more advanced forms of 
malware as they are not reliant on feature engineering or knowing the sig-
natures of previously identified malware. A comparative study explored the 
efficacy of classical MLAs and deep learning architectures for Windows mal-
ware detection and found that the latter outperformed the former in all types 
of experiments and could detect the malware executable as malicious or 
benign within five seconds of execution [30]. The research is also continuing 
to explore avenues to improve established neural architectures for producing 
better accuracies. Novel approaches are continually proposed that use inno-
vative techniques alongside deep learning algorithms to create more robust 
methodologies. Ding et al. [31] applied Deep Belief Nets (DBNs) to detect 
malware using a dataset created from PE files from the internet. By virtue of 
learning multiple layers of features with unsupervised learning before con-
necting to a feed-forward neural network, the architecture was less prone to 
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overfitting and produced an accuracy of 96.1%. As discussed in the previous 
section, the spread of malware is an imminent threat to the adoption of cloud 
computing in the present technological landscape.

This section demonstrably illustrates that deep learning methodologies, 
when applied to imminent problems in the cyber security landscape, pro-
duce models that are capable of preventing attacks and detecting breaches.

8.5  Drawbacks and Future Scope

This section provides the challenges faced by the existing academic research 
and open issues that need to be resolved before the former methodologies are 
implemented at scale. A paradoxical fact is that deep learning can be adopted 
by both sides of the cyber battle, and the very concept that is improving mod-
ern cybersecurity capabilities is also responsible for the variations and scale 
of automated attacks. Deep learning and its corresponding approaches can 
be used to bypass deep-learning based detection systems. The innate lack of 
interpretability in deep-learning based architectures proposed a non-trivial 
challenge in its adoption. Since these methods are black boxes [32], errors are 
difficult to diagnose and attribute to a confirmed cause. Another hindrance 
in the adoption is the fact that most prevalent approaches focus on solving 
only one threat, instead of providing a holistic solution for the cybersecurity 
landscape. This lack of generalization across a broader range of attack vec-
tors [33] would likely not scale to adoption in the industry because of perfor-
mance constraints.

8.6  Conclusion

Attacks against modern day cyber systems continue to emerge at a rate that 
vastly outpaces the ability of traditional cybersecurity algorithms. There 
have also been simultaneous advances made in the domain of deep learning, 
providing an opportunity to create approaches, prototypes, frameworks and 
architectures that address the requirements for robust protection and cyberse-
curity. Several researchers in academia rose to the occasion, providing varied 
techniques and approaches that address the gap in cybersecurity. Given the 
especially sophisticated and pernicious nature of modern-day cyber-attacks, 
the next wave of innovation in security might well be a deep learning system 
that is inherently more scalable, reliable and accurate. Moving past the cur-
rent manual process of validating security risks, approaches based on deep 
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learning are more likely to detect imminent threat using the data distributed 
across the environment including multiple platforms, servers, smart devices, 
and so on, that encompass the modern-day cyberspace.
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9.1  Introduction

“Malware” is a combination of two words: “malicious” and “software”, and 
this highlights how it can cause significant security threats in this computing 
world. Viruses, spyware, worms, trojans, adware and other similar attack 
mechanisms are all classified as malware. Malware can be defined as instruc-
tions that are injected or penetrate into software applications with the inten-
tion to attack the security of the system. The cyber world is an important and 
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crucial part of today’s world but there are many security threats associated 
with it. We become part this cyber world, by opting into services like banking, 
communication and networking and e-commerce, among others. Malware 
has been growing rapidly over time, causing extensive financial losses in the 
computing world. Different solutions are proposed by various anti-malware 
companies and organizations to secure systems against malware attack. Due 
to the substantial growth and complexity of malware, its identification and 
classification present major challenges for the anti-malware community. 
Antivirus agencies and researchers are continually exploring new effective 
and efficient solutions to fight against malware. A number of modern anti-
virus solutions have been implemented with machine learning (ML) algo-
rithms and are progressing toward deep learning (DL) techniques to protect 
users from malware [1]. The most popular methods used for malware analy-
sis are static and dynamic. This chapter highlights basic methods of malware 
analysis by applying deep learning strategies for malware classification and 
visualization. It provides a systematic explanation of static and dynamic 
approaches for malware detection, shows how to convert malware into an 
image, gives an overview of neural-network based detection approaches and 
malware classification using Convolutional Neural Networks, and finally 
summarizes with concluding observations on different methods. The key 
objective of this chapter is to provide a reference point for new researchers to 
explore the domain of malware classification.

9.2  Malware and Its Variants

Malicious software or malware is a program or a file which is harmful to 
the user’s computer/data. It is designed intentionally to gain access to 
the user’s resources by altering and stealing sensitive or confidential data 
such as password or applications without notifying the user. Malware and 
different threats are especially invented programs used to perform harm-
ful activities. An attacker’s intention in designing malicious software is to 
contact computer services, gain access to sensitive and confidential data by 
restricting access, affect the device performance, and damage applications 
running on it.

In the past few years, there has been a significant rise in cyber-attacks [1]. 
Malware researchers and analysts have proposed various security protocols 
and methods by designing innovative techniques to combat malware and its 
variants [2]. There have been many improvements and modifications in the 
design of malware, and some types are listed below:
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Viruses: A computer virus is a form of malevolent software or malicious 
code written to change the way computer operations are performed 
and is intentionally designed to spread infection from one machine to 
another, that is, from computer to computer. It is self-replicable.

Worms: A computer worm is a program that is able to replicate itself with-
out human intervention and spreads copies from computer to com-
puter. Worms can get into users’ computers through email attachments 
or instant messages. These cause havoc to computer resources and 
could provide access to hackers.

Trojans: A trojan is a malicious program that is pretending to be legiti-
mate software. Trojans are distributed as regular software or games 
that users install on their computers. Trojans can be employed by 
cyber-attackers to gain access to users’ systems. They can be propa-
gated through some e-mail attachment, spam and pop-ups as well. 
Trojan horses are malevolent on computers and can cause consider-
able damage. Cyber security experts consider trojans to be the most 
dangerous type of malware [3, 4].

Spyware: Spyware is undesirable software that penetrates into a user’s 
computer device to pilfer the user’s internet usage statistics, patterns 
and confidential information without the user knowing.

Bots: A bot, also called an internet bot (a shortened form of internet 
robot), is a software program that operates as an agent on the internet 
and is intended to perform repetitive tasks. It simulates human activ-
ity by automating certain tasks without specific instructions from 
humans.

Ransomware: Ransomware is a form of malicious software, which 
restricts access to your own system or device and encrypts user data. 
A user may log onto his/her system just like any other day, but then 
realize that the screen is inaccessible with a pop-up message ask-
ing for money or cryptocurrencies. The attacker then forces the user 
to pay in order to get access to their files or data. This new form 
of cyber blackmail is one of the more dangerous forms of malware 
nowadays.

Rootkit: A rootkit is a type of software that is malevolent and allows 
unauthorized access to computer privileges. Different malicious tools 
that rootkits contain are user credential stealers, password stealers and 
Distributed Denial-of-Service (DDoS) [5]. After installing the rootkit, 
the files are executed remotely, and the system configurations of the 
host machine are altered. Rootkits are unable multiply themselves or 
replicate.
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9.3  Current Malware Statistics

This section deals with statistics for current malware and its variants. The 
number of malware attacks are increasing each year. The amount of malware 
is found to be increasing because they are created using various automation 
tools and reusing code modules. As per the statistics given by AV-Test insti-
tute, “Near about 350,000 new malware and potentially unwanted applica-
tions are registered everyday” [6]. Figure 9.1 shows the statistics for malware.

As malware threats have affected most of the computing world domain, 
analyzing it manually is not a feasible task and, thus, the process of malware 
analysis must be automated.

Methods for detecting malware can be static, dynamic or hybrid. Static 
feature extraction means extracting features from a static file, while dynamic 
feature extraction means extracting the features from malware when it is exe-
cuting. Static features extracted are used further for classification.

Commercial antivirus software uses signature-based detection for mal-
ware detection. This is based on using the static approach of feature extrac-
tion. Predefined patterns or signatures of specific malware are stored in a 
database, and suspicious malware attacks are observed and their patterns 
are checked against the existing store signatures in the database. A malicious 
attack which is new and one whose signature or pattern is not available in 

FIGURE 9.1
Malware statistics from Feb 2019 to Jan 2021

(Source: AV-Test).
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database will not be detected by this method. Nonetheless, currently most 
antivirus software uses only the signature-based method.

To detect unknown malware, we need to use the dynamic method for fea-
ture extraction. Hence, the latest antivirus software uses dynamic data to 
detect unknown malware. For the same reason, we propose a deep learning 
approach for extracting features sequentially from malicious source code and 
then classifying them. According to recent security trends, malware authors 
are trying hard to avoid detection by performing some mutations. So, there 
are more variations of existing malware than new types of malware.

To find an efficient method for classification and analysis of malware, pro-
grams should be categorized into different groups as per their respective fami-
lies. Malware analysis technique is used for detection of malware by labeling a 
binary executable as benign or malign. It also aims to figure out its category [7]. 
Most current malicious software analysis methods fail to detect unknown mal-
ware. To defeat these challenges, several deep learning models (DL) which are 
good at analyzing and utilizing harmful codes are receiving the spotlight [7].

9.4  Malware Detection

The pace of growing species of malware programs has increased problems for 
users day by day. Detection and classification of potential threats have fueled 
strengthened demand for development. Constant acceleration of malware 
construction by hackers using approaches like polymorphism has created a 
difficult task for security vendors. Unidentified malware is mostly used for 
attacks. For this reason, protecting terminals from infections becomes dif-
ficult. Neural networks have served as an acceptable method in much of the 
research [8, 9].

Malware can be detected at two stages:

 1. Detecting the malware files before execution happens in order to 
prevent them infecting the terminals.

 2. Detecting the infected terminals to reduce/cut down the expansion 
of the infection.

9.4.1  Anomaly-Based Detection

It can be said that this system has a good capability to detect any abnormal 
activity compared to normal activity, and also to prevent further attacks with 
the accuracy of detection mentors. Anomaly-based detection is part of data 
mining which detects data points, events and/or observations that deviate 
from a dataset’s normal behavior. For example, for large data instances, the 
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distance or similarity is compared in every aspect of measurement and then 
finally compared by checking variation in parameters and detecting how far 
the normal parameters are different from abnormal parameters.

9.4.2  Signature-Based Detection

Signature-based detection is used to detect software threats like viruses, 
worms, trojans, malware and so on. Signature-based detection is useful to 
detect known threats. A signature to an intruder is a similar or common pat-
tern of the user. For example, an attachment in an email with a very interest-
ing topic will be sent to attract a user, or a remote login as an admin user 
claiming to be admin itself. An alert message to the user will be generated if 
a difference between both parameters is observed, or otherwise, data in the 
network will be allowed to flow normally.

The virus scanners of antivirus programs, scan the computer to identify 
the signature pattern, or the digital footprint of the file, as these are typically 
unique to specific properties. Antivirus products makes use of databases 
which have some signatures of known malware samples/files. During scan-
ning, if the antivirus program discovers one of these patterns, then the file can 
be flagged as being infected. Signature-based methods are reactive in nature.

The procedure of malware identification using the signature-based method is:

 1. An unknown type of malware is detected.
 2. The signature or digital footprint of the newly identified malware is 

added into the database.
 3. The antivirus program is updated by including the newly detected 

signature.
 4. The updated version of the antivirus product is now able to detect 

malware during a computer scan.

The drawback of this method is that if the signature of a new malicious attack 
is not available in the database, then it will not be detected. Signature-based 
detection can also be implemented for application programming interface 
(API)-based tracing.

9.5  Machine Learning in Malware Detection

The fundamental purpose of machine learning (ML) is to recognize patterns 
in a dataset. In recent years, machine learning algorithms have gained more 
attention in detecting and analyzing numerous types of malware.
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In a supervised learning strategy, the data samples are labeled with their 
class, and classification is done by selecting different algorithms. Nearest-
Neighbor (NN) classifiers have also been implemented by researchers for 
malicious and benign classification. Behavior-based methods make use of 
API calls, data flow analysis and multiple path execution [10]. These can be 
monitored by running in sandbox or virtual environments with use of ML 
algorithms.

With a growing dataset come issues of scalability. To handle these issues, 
data need to be rescaled by keeping only relevant features. So, various fea-
ture selection algorithms have been implemented to reduce the size of the 
number of instances. The features are obtained by analyzing code or trac-
ing events such as system calls, registry accesses and network traffic. The 
extracted features from malware images are then classified using different 
ML classifiers [11].

We can change a malware/kind-hearted document into a grayscale picture 
utilizing the technique depicted later. At that point we can apply these pro-
found learning procedures on the produced pictures to characterize them as 
malware or kind. The selection of features, directly affects the accuracy and 
computation time.

9.5.1  Neural Networks for Malware Detection

A neural network is a computing model which is a replica of a human 
brain. Biological neural networks consist of a nerve cell, with a nucleus 
that processes information inside it. The body of the neuron cell is called a 
soma cell.

Neurons have an extended cable, called an axon, that passes information 
further and acts as an output. Information is received by neurons by den-
drites and these act as an input to the neuron. Axon and dendrites are in turn 
connected to each other via synapses. On the contrary, in an artificial neural 
network (ANN), neurons are connected to each other via connection links. 
The connection link bears a weight. Weights are the relative values that have 
information about the input signal. Neurons process information based on 
the weights as they excite or inhibit the signal that is being communicated. 
Neurons have an internal state which is called the activation signal. The out-
put signal is generated with the combination of the input signal and the acti-
vation rule as shown in Figure 9.2.

9.5.1.1  Connections and Weights

The network is made of connections; each connection provides the output 
of one neuron as an input to the next neuron in the network. Every link is 
assigned a weight value which represents its relative importance.
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9.5.1.2  Propagation Function/Activation Function

The propagation function calculates the input to a neuron from the outputs 
of the neurons before it and the weighted sum of connections associated to it. 
A bias value supplied to the network, can be added to the result of the propa-
gation. The continuous activation function, f(X) associated with the neurons 
has a purpose. It makes the system learn new things; as it learns through 
experiences, connections are modified and new connections are formed.

9.5.1.3  Learning Process

The objective of a classifier is to learn features automatically from input. 
ANNs are the preferred way to do this, by altering their weight and other 
parameters in such a way that the resultant output gets much closer to, or 
the same as, the desired output. Supervised learning is used when we know 
about the desired output corresponding to each input. In unsupervised 
learning, the output is not known already.

During the model training stage, input is fed from the dataset one-by-one 
and the weights are updated accordingly in case of any errors generated. 
This process learns through mistakes just like the human brain. This process 
is repeated until the difference between the output generated by our model 
and actual outputs become very small or negligible. There are several ways 

FIGURE 9.2
Artificial neural network.
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of achieving our desired output. One popular way is to start with some ran-
dom initialization on weight using some distribution.

An input ‘x’ is supplied to the network and output ‘y’ is obtained.

 x yinput output� � � � �

Subsequently, error is calculated considering how far is y from the actual 
desired output y0.

 E error� � � y y0 –

Our goal is to minimize this E (error) as far as we can.
Like Convolutional Neural Networks, Deep Neural Network architecture 

performs feature extraction of a malware, by using autoencoder-based fea-
ture learning. Malware classification can also use recurrent neural network-
based classifiers.

 1. Convolutional Neural Network (CNN)
A Convolutional Neural Network is a popular deep learning algo-
rithm which works on images. CNNs were inspired by the mammals’ 
visual cortex. Neurons in one layer do not connect to all the other 
neurons in the next layer. Instead, they are connected to only a small 
portion of it. Output of these networks are reduced by a single vector.

The main component of CNN architecture is convolution, which 
combines two functions to produce a third function. Convolution is 
done with an input vector and 2D array of weights known as a filter 
or kernel. The feature extraction process or hidden layer is responsible 
for identifying special kinds of features from the input. In this phase, a 
complete input image is scanned using a filter to find out whether the 
expected feature is present anywhere in an image [12].

The process of applying a filter is just a multiplication (dot product) 
of filter and filter-sized region of the input image. This is repeated sev-
eral times at distinct points on the input to cover the entire image and 
obtain a feature map (in 2D output array) [13].

 2. Recurrent Neural Network (RNN)
Recurrent Neural Networks (RNNs) are a type of artificial neural net-
works which are most suitable for handling sequential data and time 
series data. They are used in cases where input data possesses some 
temporal properties such as language translation, transactional data, 
speech recognition, image captioning, stock market analysis or hand-
writing recognition [14]. RNNs are networks with memory. Unlike tra-
ditional NNs, where output depends upon input, here, output relies 
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on current input information and the historical data collected over the 
network with the memory units:

 INPUT PREVIOUS HIDDEN STATE HIDDEN STATE OUTPUT�� � � �

Input: RNNs do not read all the input data at once. Instead, they take 
one input at a time and in a sequence.

Hidden State: Each cell of the network is responsible for doing some 
calculations and hidden state is obtained after combining input and pre-
vious hidden state Figure 9.3 shows the basic structure of an RNN, where

x1…xn: input layer
h0….hn: hidden layer
y1…yn: output layer.
wh, wx, wy: network parameter used to improve output of the model.

The basic computation that the RNN’s cells does to produce the hid-
den states and outputs is as follows,

 ht wh ht wx xt� � � � �� �1

The result of the above multiplication, that is, ht is passed to selected activa-
tion function to introduce non-linearity in the result. The resultant ht′ hid-
den layer is then multiplied by weight matrix to obtain expected output.

 yt wy ht� �

FIGURE 9.3
Recurrent neural network (RNN).
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9.5.2  Detection Using Combined Features

This method is best applicable to find whether a portable executable (PE) 
file is malicious or benign. There are two types of features of a PE file, static 
and dynamic. Static features are the basic information related to the file such 
as: byte histogram, byte entropy histogram, section information, imports 
and exports information, general file and header file information and string 
extractor. On the other hand, API calls are regarded as dynamic features. 
Malware detection can be done using a combination of static and dynamic 
features [15].

The methodology can be split into four stages:

 1. The features of the PE files are extracted.
 2. Sandbox is used to record the API sequences which are the processes 

of the RNN.
 3. The static and dynamic features are combined and converted into a 

fixed feature vector. This vector is then transformed to an image.
 4. CNN-based models are used to train and classify these images.

Sometimes, different types of malware possess some structural similari-
ties and share some common features. The signature-based identification 
method is not as efficient in identifying new types of malware, as they do 
not consider any structural and behavioral similarities. Most recent malware 
is very similar to already recognized types. The method discussed in this 
chapter represents a malware binary file as a grey-scale image for analysis 
and classification [16].

9.6  Malware Visualization and Classification 
Using Deep Learning

This is the basic outline of the procedure:

 • Collection of malware samples and preprocessing
 • Visualization of malware as an image
 • Training a neural network model for classification
 • Testing/validation of a model.

9.6.1  Collection of Malware Samples and Preprocessing

For dataset preparation, malware samples can be collected from various mal-
ware repositories such as:
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 1. MalImg dataset which is uploaded by Nataraj et al. The MalImg 
dataset was made publicly available by Microsoft for the “Big Data 
Innovators Gathering Anti-Malware Prediction Challenge”[17].

 2. VirusShare: https://virusshare.com/
 3. AVCaesar: https://avcaesar.malware.lu/
 4. Malshare: https://malshare.com

Currently, there are many repositories which allow open access for research-
ers. Some portals like, VirusShare, Malshare and VirusTotal, among others, are 
intended for collection of malware samples using honeypots and also from people 
around the world, who share their malware files for analysis. These files are also 
made available to the public. Sometimes, gathered data need to be preprocessed to 
clean out duplicates by comparing MD5 hash of the malware samples. In Table 9.1, 
a distribution of different malware samples from MalImg dataset is shown.

TABLE 9.1

MalImg Dataset: Distribution of Samples

Malware Family No. of Samples

Adialer.C 125
Agent.FYI 116
Allaple.A 2949
Allaple.L 1591
Allueron.gen!J 198
Autorun.K 106
C2Lop.P 146
C2Lop.gen!g 200
Dialplatform.B 177
Dontovo.A 162
Fakerean 381
Instantaccess 431
Lolyda.AA1 213
Lolyda.AA2 184
Lolyda.AA3 123
Lolyda.AT 159
Malex.gen!J 136
Obfuscator.AD 142
Rbot!gen 158
Skintrim.N 80
Swizzor.gen!E 128
Swizzor.gen!I 132
VB.AT 408
Wintrim.BX 97
Yuner.A 800

https://virusshare.com
https://avcaesar.malware.lu
https://malshare.com
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9.6.2  Visualization of Malware as an Image

To visualize a malware file as a picture, every byte of the file has to be inter-
preted together as a pixel [18]. The idea of visualizing malicious executable 
as an image, provides a way to segregate each section of this binary represen-
tation. Moreover, malware creators are only changing a small portion of the 
code from malware files to obtain new variants of it. Thus, if known malware 
files are mutated to create new binaries, the resulting malware programs 
would be similar to the originals.

A binary file just displays the file in hex and ASCII formats and does not 
convey any structural information associated with it. These files are com-
posed of some primitive types. In a binary file the data is represented in a 
binary form, containing a sequence of zeros and ones.

For visualization of malware, read a given file as a vector of 8 bit unsigned 
integers at one time and then organize it in the form of two-dimensional 
arrays. In grayscale images, the value of each pixel indicates the number of 
bits of data used for representing a pixel. Grey-scale images are usually rep-
resented with 8 bits. So, a combination of 8 bit binary digits is the pixel value 
of a pixel and the range 0–255 indicates that there are a total 256 grayscale 
levels. Then, convert the malware files into a series of zeros and ones. Upon 
considering only 8 bits of binary file at a time, an 8 bit vector is produced rep-
resenting a 2D matrix as a grayscale image, which is nothing but the image 
representation of a binary file.

The height of each image obtained appears to be varying in size and not 
the same, as it completely depends upon the size of the converted binary file.

Table 9.2, shows grey-scale image representations of malware belonging to 
different malware classes.

Here, malware belonging to the same family exhibits some textural simi-
larity compared with another class. Malware from same class is more similar 
than malware from different classes. Next, convert each file into 256 × 256 
grayscale image [13, 19].

9.6.3  Training a Neural Network Model for Classification

 A. Feature Selection
Traditional recognition approaches work in two stages: (1) feature ex-
traction phase and classification and (2) techniques for decision mak-
ing.

Machine learning has proposed several features to analyze the tex-
ture of a converted image. Traditional approaches of texture analysis, 
analyze the texture block for frequency content. Standard methods are 
adopted to divide these images into rings and wedges. For feature se-
lection, various algorithms such as a homogeneous texture descriptor, 
texture feature extraction, colour layout descriptor, or Global Image 
Descriptors (GIST) can be used.
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To compute texture features, GIST can be a good choice. It divides 
the image into a four-by-four grid for obtaining the orientation of a his-
togram. GIST captures textural similarity between images. This feature 
has recently shown good results in image searches, scene classification 
and object classification.

TABLE 9.2

Grey-scale Image Representations of Malwares

Adialer.C

Allaple.L

Dontovo.A

Lolyda.AA3

Malex.gen!J

Yuner.A
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 B. Build CNN Network Architecture
Once the required features are identified, a CNN network can be built. 
The input to the network is a greyscale image, I w, h, d, where

w: Width of image
h: Height of image, and
d: Depth of image (d = 1)

The sizes of input images are not identical. Thus, rescaling is done 
before passing the image to the network. The convolution process takes 
an input signal of size w × h × d, and applies a filter/kernel of size k × 
k × d, (where k ≤ w, h) giving a single output signal.

The construction of a CNN architecture is as shown in Figure 9.4, 
with three alternate occurrences of convolution kernels and pooling 
layers such as Max Pooling, with a fully connected layer (FC) at the 
end. Convolution layers consist of 50, 70 and 70 filters (kernels) with 
size of 5 × 5 × 1 for the first, 3 × 3 × 50 for the second, and 3 × 3 × 70 
for the last layers, respectively. The model learns spatial hierarchies 
of features through convolution kernels, ReLU activation and pooling 
layers.

The activation function is used to learn distinct identification of ex-
pected features. The pooling operation is used to reduce the dimen-
sions of the feature map. The Max Pooling layer with filters of size 2 × 
2 × 1 with stride-1, reduces number of pixels, thus, reducing the input 
signal by half [20]. Next, Local Response Normalization (LRN) normal-
izes the input values in the layer for some neurons [13, 19].

 C. Training the Model
Neural networks are very popular and successful in feature identifica-
tion and pattern classification. Before we train the model, the images 
are resized to a common size of 32 × 32 (i.e., row × column). the dataset 
consisting of samples from different classes is divided into train and 
test sets. On performing a split on the dataset, the first part is selected 
for training and the rest of the samples for testing/validation [21].

Following are the sequence of steps performed on a network to train 
the model.

 Step 1: Initialize weights and other parameters of the network with 
some arbitrary (random) values.

 Step 2: Supply input to the network. The produced output is as a 
vector of probabilities belonging to each class.

 Step 3: Calculate error by looking at some of the probability 
differences.

 Step 4: Use back propagation, to minimize error/cost by adjusting 
weight and other parameters.
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 Step 5: Modify weights values in proportion to their contribution in 
generated error.

 Step 6: Repeat the process until desired/improved results are obtained.

While training our model, our aim is to always minimize the differ-
ence between generated output values and desired output [22].

FIGURE 9.4
CNN for classification of malware of grey-scale representation.



DL in Malware Identification and Classification 157

9.6.4  Testing/Validation of a Model

Use the trained network model to classify any new malware sample. For 
implementation of the Python system, different python libraries can be uti-
lized. The Python Imaging Library (PIL) of Python, supports image process-
ing functionalities and provides extensive formats. For developing deep 
learning models, Keras (Neural Network Library) and TensorFlow frame-
works work well. CNN classification models give good test accuracy. In the 
testing and validation phase, an assessment is done of the performance of our 
deep learning model created for classifying malware. The results showed an 
impressive accuracy of 96%, indicating that the model is strong and depend-
able in accurately detecting and categorizing malware. Other variants of 
neural networks and some hybrid models are also helpful to get improved 
accuracy over simple CNN.

9.7  Summary

Malware, which is growing in tandem with software and emerging technolo-
gies, is continuously adapting new paradigms, allowing a rise in threats of 
data breaches. Machine learning algorithms are used widely to address the 
issue of malware detection and its classification. These methods have been 
proven to be effective in malware detection. To capture the behavior of mal-
ware, it is required to execute these malware files. Executing these malware 
files needs high computation power and time. The static- or behavior-based 
methods are platform dependent. Hence, separate classifiers are needed for 
each of the platforms. Deep learning techniques are able to recognize pat-
terns of malware binaries, which can be represented as an image. Malware 
visualization techniques described in this chapter follow an image-based 
approach, and are able to achieve significant improvements in performance. 
With image representation, malware can be analyzed with greater accuracy 
without executing malware files.
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10.1  Introduction

A cyber threat is an activity that bypasses the security of a system and alters 
the confidentiality, integrity and availability of the data of a system. Cyber 
threat activities are carried out in a cyber-threat environment where cyber 
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actors conduct malicious activities. Cyber threat actors can be individuals or 
groups who intend to take advantage of system vulnerabilities and, thereby, 
affect the victim’s data and networks. Cyber threat actors are categorized 
by their intentions of attacking. For example, profit making, ideological vio-
lence, geopolitical, and satisfaction are some of the intentions of cyber threat 
actors in attacking systems and fulfilling their goals. In every aspect of life, 
whether daily activities such as connecting home devices with the internet, 
online shopping, banking transactions, and so on, or whether industrial, 
organizational or institutional level work, each of these aspects is somewhere 
vulnerable to cyber threats. The severity of cyber threats increases when the 
system vulnerabilities are known to the attackers. To minimize cyber-attacks 
or cyber threats, the foremost thing that needs to be done is identifying the 
system’s vulnerabilities. Once the vulnerabilities are known, security patches 
can be added to make the system more secure and less vulnerable to attacks. 
There is a non-exhaustive list of cyber threats, as attackers continue to evolve 
by learning the system’s loopholes and thereby expanding the scope of their 
attacks. Making an organization secure from cyber threats and updated with 
the latest security-related technologies is a challenging issue. In this chapter, 
we study the use of technologies such as machine learning (ML), deep learn-
ing (DL), artificial intelligence (AI) and blockchain to understand their roles 
in reducing cyber threats.

The outline of the chapter is as follows. Section 10.2 explores selected 
research papers to understand the role of these technologies. Section 10.3 
gives a basic overview of threats, while various technologies to mitigate these 
threats are discussed in section 10.4. Section 10.5 discusses a proposed tech-
nology-rich cyberinfrastructure to address the cyber threats. This is followed 
by the conclusion and consideration of future scope.

10.2  Literature Survey

In order to understand the role of ML, DL, AI and blockchain, a literature 
survey was carried out and it was observed that there is no single solution 
that can work on all threats. Researchers have used these techniques for iden-
tifying various attacks and have claimed good accuracy. In this section, we 
explore a few research papers to understand the role of these technologies 
and their impact in addressing the threats.

In paper [1], the authors completed a thorough study of various ML 
approaches and their utilization to address the threats faced in networked 
cyber physical systems.

Artificial intelligence and ML show potential in addressing the challenges 
of cyber security threats and the researchers claim that interaction between 
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ML and cyber security serve as a defense strategy and not as an attack 
strategy.

In paper [2], in order to protect data, the researchers used ML and DL tech-
nologies by integrating them with cyber-attacks to provide cyber security.

The researchers worked on various cyber threats like breaking captchas, 
phishing and spamming, and they concluded that ML performs best in han-
dling various cyber-attacks. They also claimed that a system can also be 
trained to build immunity for various kinds of attacks and the system can 
also be made to learn from new attacks and protect them from future attacks.

The authors in paper [3] claimed that the methods could be integrated in 
cyber-detection systems with the goal of supporting, or even replacing, the 
first level of security analysis. Their conclusions are based on experiments 
performed on real enterprise systems and network traffic to handle threats 
such as intrusion, malware and spam.

The authors in this paper propose that DL is still at an early stage and no 
final conclusions can be drawn, suggesting that further work using adver-
sarial learning may help to improve recognition. There is a risk in using 
automation to support the security operator accuracy as overestimation of 
ML capabilities can facilitate skilled attackers to steal data or sabotage the 
enterprise.

Authors in paper [4] worked on phishing attacks on emails using Support 
Vector Machine (SVM), AML and DL methods. They observed that DL per-
formed slightly better than ML and also concluded that context of the email 
content is important in identifying phishing attacks.

In paper [5], the authors proposed a ML model for cyber security in the 
Internet of Things (IoT). They used and evaluated this model using four ML 
model with ML algorithms and found that the hybrid Convolution Neural 
Network (CNN) + Long Short Term Memory (LSTM) performed better with 
a higher accuracy level (97.16%) than other ML and DL models. Their paper 
also identified various challenges for usage of ML algorithms for cyber secu-
rity in the IoT.

In paper [6], the authors introduced an approach that uses ML and visual 
representation for identifying malicious traffic in a network. After compar-
ing with multiple neural networks the authors have observed that a Residual 
Neural Network (RNN) with 50 layers is promising in the identification of 
malware network traffic with 94.50% accuracy.

The authors in the paper say that in future, to improve the protection and 
mitigation processes in this Intrusion Detection System (IDS), they plan to 
implement the ML module.

The authors in paper [7] discussed the possibilities of blockchain tech-
nology in boosting cyber security. They claimed that it is impossible to 
break codes and keys in blockchain technologies are they combine anony-
mous users, computers and dates. They say that blockchain technologies 
in businesses can be used to authenticate users without providing special 
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information. Also, they state that blockchain is promising in protecting infor-
mation and operations and it also takes responsibility for protection against 
strong cyber-attacks.

The authors in paper [8] stated that ML based analytics is an excellent tool to 
minimize false positive security alerts. They claimed that ML is most suitable 
for analyzing huge volumes of security events. In addition, they presented 
various examples of using ML for enhancing cyber security monitoring.

It is observed that the researchers used ML and DL techniques for the same 
task and compared their accuracies.

In paper [5], the authors tried to use ML and DL combined approaches and 
they showed that the combined approach had the better performance. As most 
of these experiments were on the standard latest datasets [9, 10], there was no 
discussion of how the information could be accumulated in real time in the 
network. Also, it is observed that there is a need for securing data that may be 
tampered with by the attackers to breach security and prevent cyber security 
solutions from catching them. Based on this analysis, it is concluded that one 
technology alone cannot address the cyber-threat problem. There is a need 
to use these technologies together by exploiting their strengths to catch the 
threats. Hence, it is important to understand the threats and the technologies.

10.3  Cyber Threats

In order to mitigate cyber threat, it is necessary to gain awareness of all the 
cyber-threat related terminologies. What exactly does “cyber threat” mean? 
Who are cyber-threat actors? Where do cyber-threat actors perform their 
activities? What might be the strategies of cyber-threat actors? Where might 
cyber threats occur? What are the sources of cyber threats? What types of 
cyber threats are commonly performed? and so forth, are some of the ques-
tions that need to be answered before planning a cyber-threat mitigation 
strategy. Following are some answers to all the above questions.

10.3.1  What Is a Cyber Threat?

With the increasing using of the internet, everything has gone online, whether 
it is a small private conversation or a big business deal transaction. All this 
data faces the danger of being damaged or stolen by someone else, in order 
to fulfil their needs or to hinder the progress of an organization. The reasons 
for stealing or damaging data are numerous.

A cyber threat is an act of finding a way to steal data or damage data. This 
malicious act can be performed by inserting a computer virus, breaching the 
data, or carrying out a phishing attack, or Denial of Service (DoS) attack and 
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so forth. A cyber threat can come from people who are working in the same 
organization or from unknown people in unknown remote locations.

A cyber-attack performed by cyber-threat actors can cause huge disrup-
tion to day-to-day activities. It can cause entire data loss, breaching of con-
fidential security, failure of medical equipment, damage to valuable data, 
paralysis of the network and contamination of data. Cyber-attacks can result 
in huge financial issues, if not prevented ahead of time.

10.3.2  Cyber-Threat Actors

An enemy of cyber security can be called a threat actor. The threat actor can 
be an individual or a group of people. These actors are not always outsid-
ers; they could be a part of the same organization which they aim to attack. 
Such cyber-threat actors always hide their identity and work silently. Some 
motives of such actors could be to destroy data, hinder the company’s prog-
ress, or gain money, among others.

Cyber-threat actors always have a goal. Once their goal is defined, they look 
for a target to achieve their goal. Once the target is defined and set, cyber-
threat actors engage themselves in finding a weak area of the security system 
of an organization. Cyber-threat actors look for the thinnest place where the 
security can be easily broken. This might also include gaining the trust of the 
organization or its employees, and later acquiring the required information 
from them. Alternatively, cyber-threat actors may find a way in through tech-
nical means, such as injecting a virus or using a spoofing network.

10.3.3  Sources of Cyber Threat

The main aim or motto of the cyber threat is to control the entire system. This 
controls can be taken over by any intruders, competitors, terrorist groups 
and others.

10.3.3.1  Terrorists

These sources are not mainly involved in destroying or controlling the sys-
tem or organization by technical means. They look for traditional methods 
of attacking with arms and ammunition. Their goal is to rule over a place or 
system. Although, some terrorist groups who possess the technical skills and 
power will surely try to find loopholes with spying tools and techniques, as 
they need to learn the entire functioning of the system and work structure.

10.3.3.2  Insiders

Insiders includes people within an organization that have access to confi-
dential data, can share it with other groups or competitors to obstruct the 
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organization’s growth. These insiders may also look for the destruction of 
such data, due to personal enmity. Nonetheless, above all, trust plays a major 
role in the growth of cyber threat.

10.3.3.3  Nations

Cyber threat today has no national boundaries. It is increasing with many 
confidential activities happening through the internet. Cyber-attacks between 
nations are a very dangerous activity which not only spoils cordial relations 
between the nations, but can also cut down communications, impact military 
strength and make life miserable for local citizens. Recently, many applica-
tions have been found collecting data from users’ devices. These applications 
have been banned in most countries where they have discovered the risks of 
using such applications.

10.3.4  Cyber-Threat Environment

Cyber-threat actors require a space to conduct their malicious activities. This 
space, where all the malicious activities are performed by the cyber-threat 
actors, is known as the cyber-threat environment. The cyber-threat environ-
ment is mainly an online space. The devices that are used by the victims are 
mainly connected to the internet and this provides various opportunities for 
the cyber-threat actor to gain access to them and perform an attack. Cyber-
threat actors mostly use a virtual private network that helps them to hide 
their identity and make them impossible to track.

10.3.5  Types of Cyber Threats

Advancements in technology have brought a lot of opportunities for cyber-
threat actors to generate threats and attack victims. Some commonly per-
formed cyber threats are mentioned below.

10.3.5.1  Botnets

A bot is a device that is infected with malicious software without the aware-
ness of the user. This device is remotely controlled by a cyber-threat actor 
in order to impact the user activity or carry some other motto. Botnets are 
collection of such bots and have a coordination among them managed by the 
cyber-threat actor.

10.3.5.2  Denial of Service

This is a technique in which the cyber-threat actor disrupts the common 
activities of the user or victim by increasing the network traffic, or by making 
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multiple requests to the server simultaneously with victim’s requests. This 
can lead to a traffic flood. Due to this, the server is unable to determine the 
legitimate user request and cannot respond to it.

10.3.5.3  Man-in-the-Middle

This is also a technique through which the cyber-threat actor obstructs the 
communication between two entities (e.g., victim and a server). The victim is 
unaware of this actor being a part of the communication and therefore feels 
that the communication is directly with the secure server with no other party 
in the middle. As this cyber-threat actor is now a part of this communication, 
they can alter the communication, reroute the same or send malware along 
with the normal communication.

10.3.5.4  Password Cracking

This is an attempt to access an account with actual credentials. This is mainly 
done by insiders. Such cyber-threat actors are very well aware of the system 
and the victim’s identity. As a lot of relevant information is already known to 
the cyber-threat actor, they can make use of the same and crack the password 
easily to gain control of confidential accounts or data.

10.3.5.5  Ransomware

This is a common cyber threat that deals with data withholding until some 
demands of the cyber-threat actors are fulfilled. Ransomware software 
restricts the targeted organization or the institution from accessing technical 
components such as servers, devices or workstations. One of the best deliv-
ery means of ransomware software is phishing, because of its easy-to-send 
ability. Phishing is an attempt at obtaining the sensitive information of a user 
by sending malicious content or by posing as a trusted sender of a communi-
cation. The type of mails that are shared and content present in the received 
mail should be closely monitored within an organization to identify mali-
cious content mail.

10.4  Using Technologies to Mitigate Cyber Threats

Increasing cyber-threat sophistication and unexplored ways of attacking have 
caused alarm with concerns being raised regarding the capability of defend-
ing against cyber threats. Organizations and enterprises are common tar-
gets of venomous actors performing data breaches and creating operational 
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losses. Such enterprises and organizations should understand how they can 
efficiently reduce cyber threats. A lot of technologies in today’s era can help 
such organizations to tackle cyber threats and take precautionary measures. 
As the attackers are always one step ahead with new, unexplored ways of 
attacking, the existing solutions often fail to prevent attacks. Hence there is a 
need for anticipating possible novel attacks so that preventive solutions can 
be made available for zero-day attacks. The technologies, namely, machine 
learning, deep learning, artificial intelligence and blockchain can play an 
important role in mitigating existing cyber threats and also cater for zero-
day attacks.

10.4.1  Comparison of Common Techniques

In this section, a lot of techniques are introduced to mitigate cyber-attacks 
and some common mitigation techniques are compared in Table 10.1. Out of 
the techniques the AI-based mitigation technique is most effective for cyber-
attacks. Also, if two or more techniques are combined, they can provide bet-
ter protection against cyber threats [11].

10.4.2  Artificial Intelligence

10.4.2.1  Introduction to AI in Cyber Security

Traditional technology put the security of the organization at risk. The reason 
for this is lack of data monitoring, and the inability to achieve data insights, 
and so on. The introduction of AI (AI) in cyber security will reduce the risks. 
Detecting anomalies in the system, analyzing network traffic, identifying 
possible threats in the system, and predicting the areas that may get attacked 
by cyber criminals, are all complex task that cannot be achieved by tradi-
tional security systems [12]. Artificial Intelligence is meant to be used for 
such complex and challenging tasks. With the use of AI and ML it is possible 
to prevent attacks before they occur. However, AI requires constant human 
interaction and training in the system as it uses ML and DL techniques. With 
the application of AI in cyber security, cyber threat can be reduced to a great 
extent.

10.4.2.2  Use of AI in Cyber Security

10.4.2.2.1  Exposing Cyber Threats

Cyber-threat actors follow a pattern or trend like other cyber criminals. An 
AI based system can keep a track of such patterns even though the pattern 
may be changed by the cyber-threat actors. This can help in recognizing the 
techniques that are likely to be used by cyber-threat actors to attack their 
victims.
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10.4.2.2.2  Prediction of Breaching

The AI technology can help in predicting the areas where breaching could 
happen. This will allow the organization to prepare themselves for allocation 
of appropriate tools and resources at these weak areas.

TABLE 10.1

Comparison of Common Techniques to Mitigate Cyber Threats

Techniques Description Pros Cons

Biometric Based on physical 
and behavioral 
characteristics

 – Efficient
 – Convenient
 – Identify fake entity 

from their physical 
or behavioral 
characteristics

 – Impersonate 
characteristics

 – Limited to physical 
ability

Firewall Helps to screen out 
viruses, malwares, 
etc.

 – Access control
 – Prevent hackers
 – Block trojans

 – Cannot block most 
of the malwares

Filtering 
tools

Tools that prevent 
users from visiting 
websites that have 
risk to online 
security.

 – Can block emails
 – Can filter or block 

websites
 – Safeguards against 

ransomware

 – Attackers can 
bypass the block 
system

 – Not efficient

Scanning 
software

Software that scans 
malicious files or 
virus files.

 – Can alert the 
user about the 
malicious files.

 – Can scan efficiently

 – If the alerts are 
ignored system may 
get attacked

ML-based Machines are made 
to understand and 
analyze the pattern 
and learn from them 
to act accordingly on 
the changed behavior 
of the system.

 – Efficient
 – Provide good 

results

 – Complex in 
integration

 – Require some past 
knowledge for 
better learning of 
the machine

AI-based 
techniques

Adaptive learning 
technique

 – Efficient
 – Provide better 

results
 – Adaptive

 – Complex in 
integration

DL-based Mimics the working 
of human brain and 
creates own features 
for recognition

 – Efficient
 – Provide better 

results
 – Adaptive

 – Very complex 
architectures

 – Computationally 
very costly

Blockchain The distributed nature 
makes it impossible 
to be hacked.

 – Distributed 
information

 – Immutable

 – Very complex 
architectures

 – Computationally 
very costly
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10.4.2.2.3  Response to Incidences

Furthermore, AI systems are capable of immediate responses to alerts. Thus, 
the system can prioritize responses in order to avoid future issues and reduce 
the system’s vulnerabilities.

10.4.3  Machine Learning

Machine learning is a kind of model which is built by providing data to a 
machine, that is, a computer algorithm that can learn a pattern through the 
data and apply the learning in classifying or predicting unknown data. As 
ML is a powerful technique, it can be utilized by most organizations for their 
economic growth. On the other hand, ML can also be used by cyber criminals 
for their leverage. Cyber-threat actors can utilize these ML techniques that 
outsmart the defense system.

10.4.3.1  Use of Machine Learning in Reducing Cyber Threats

A lot of applications of ML can be made with proper techniques. With bet-
ter infrastructure and resource availability, many ML applications have been 
launched by various organizations. Apart from ML being used for organiza-
tional data analysis and economic growth, ML can also be used in mitigating 
cyber threats. Countermeasures can be taken with the help of ML algorithms 
by analyzing attacks: domain of the attacks, intensity of the attacks and 
nature of the attacks. Some applications of ML are mentioned below that 
have been promising in reducing cyber threats.

10.4.3.1.1  Automated Security

Automated security can be achieved by using ML for identifying irregular 
traffic. Later, such suspicious activities can be programmed to be blocked 
automatically. Machine learning can also be used to identify anomalous 
behavior such as misused accounts or unauthorized access of the system. 
This can help in avoiding system vulnerabilities.

10.4.3.1.2  Advanced Antivirus Programs

Existing antivirus programs detect suspicious software by checking the 
signatures of the known malicious variants. This system fails in detecting 
malware that is not known or registered, and this can happen in a zero-day 
attack. This can be overcome with the help of ML that analyzes the source 
code or malware activity to identify authorized software.

10.4.3.1.3  Bane or Boon?

Machine learning, being a powerful technology, can be used by both cyber 
security experts and cyber criminals [13]. Machine learning can be used in 
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training a machine to identify objects. The same technique is used in self-
driving cars where machines are dependent on the algorithms for identify-
ing obstacles. Also, as ML is capable of speeding up processes, it can help by 
thinking like human brain, where it can be used to guess passwords by learn-
ing from past datasets or login information. Machine learning is also capable 
of understanding the pattern of the human voice. The same technique can 
help cyber criminals in generating a model that mimic the victim’s voice in 
cracking a voice-secured system, or sending abrupt voice messages on behalf 
of the victim.

Machine learning is a powerful tool that can be seen to assist in both 
offense and defense cyber activities. However, security experts should play 
an important role by being shoulder-to-shoulder with the advancements in 
antagonistic approaches of ML.

10.4.4  Deep Learning

Deep learning is a type of ML and could be called an advanced version of 
ML, where it uses deep networks for understanding the system.

The architecture of DL consists of some layers. The first layer is the input 
layer where the input is given. This input heads toward the second layer that 
consists of multiple functions. When an input passes through each of the lay-
ers, the fed input is changed to another input. All the changed input is now 
fed into an output layer where the entire network generates an output that 
is in the form of a prediction. There are a lot of DL frameworks that help in 
performing some DL experiments.

10.4.4.1  Deep Learning for Detection

10.4.4.1.1  Email Surveillance

Phishing activities are performed with mail. Nowadays, spam emails are 
already being detected, but the existing systems can be improved will the 
help of DL. Sometimes the email that is not meant to be a spam one gets 
classified as a spam mail in the existing system. This can be overcome with 
usage of the Natural Language Processing technique, where the emails can 
be analyzed and further classified as safe or unsafe.

10.4.4.1.2  Network Traffic Monitoring

Deep learning possesses the ability to handling multiple inputs and analyz-
ing each and every input by a different method. This will ensure the clas-
sification of the network traffic is done with utmost accuracy and less false 
classification as compared to typical ML [14]. Once the traffic is analyzed and 
classified, it can be used to detect suspicious traffic and block the same to 
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protect the system from any cyber-attack. This can also be used in predicting 
the area where the attack seems likely to happen.

10.4.5  Blockchain

10.4.5.1  What Is Blockchain?

Blockchain is a decentralized distributed ledger system that provides secu-
rity of data. Blockchain provides a truly secure system where the transactions 
can be verified and validated without the involvement of the third party. 
Basically, blockchain is a combination of various technologies. It is devel-
oped on a platform by using protocols. Also, it is on a peer-to-peer network 
system containing records and most importantly uses private key cryptogra-
phy for identification. The work of securing the system is intrinsic, provided 
by the simple, robust and yet sophisticated architecture of blockchain. The 
blockchain’s capability to provide data confidentiality, integrity and avail-
ability can help to mitigate cyber threats.

10.4.5.2  Nature of Blockchain

Blockchain allows transactions to occur in a secured manner, without the 
intervention of third party in the same. This is achieved with the use of a 
digital signature for verification of the parties involved in the transaction. 
With the use of such digital signatures there are far fewer chances for cyber-
threat actors to tamper with the data without the digital signature. Moreover, 
blockchain uses the hash encryption of data to secure the information. After 
verification, the encrypted information is added to the blockchain. This hash 
encryption is nearly impossible to crack, making it a suitable method in 
terms of cyber security.

In blockchain, for every data change a new hash is generated and add to 
the chain; this ensures that the data is recent and updated. Also, if any tam-
pering to the data is done, it can be easily detected, as the hash value change 
will reflect it immediately.

10.4.5.3  Use of Blockchain in Data Integrity

Blockchain is known for its capability for data integrity. Blockchain is immu-
table, which means that once the transaction has been confirmed, it cannot be 
altered by any means, thus, ensuring the integrity of the transaction data is 
maintained throughout. Blockchain protects the system from attackers, reduces 
fraud and lowers the chances of data alterations or data stealing [15]. All this 
can be achieved due to blockchain’s distributed nature. Every system that is 
processing the blockchain needs to be attacked in order to corrupt the entire 
system. Also, the number of systems in a blockchain may go beyond a thou-
sand, and therefore, this makes it impractical for an attacker to attack the data.
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10.4.5.4  Use Cases of Blockchain in Cyber Security

10.4.5.4.1  Decentralized Storage

Data has always been an important factor of organizational growth and 
strength. If any attack is made to the data, both the growth and strength of 
the organization may be impacted. With the use of a decentralized block-
chain solution, organizations can store data as well as make it more secure. 
This is achieved as the decentralized blockchain platform breaks the data 
and distributes it across multiple network nodes, which makes it impractical 
to steal it or tamper with it.

10.4.5.4.2  Securing DNS

A cyber-threat actor’s target is mainly a Domain Name System (DNS). These 
attackers try to exploit the connection between the site and the IP address. 
The main aim behind doing this is to crash the site. Site crashing can cause 
temporary shutdown of service, due to which the organization or the com-
pany may suffer a huge loss. Blockchain can provide a powerful solution to 
such attacks. With the decentralized nature of blockchain, the DNS informa-
tion can be stored in a distributed system. Along with this, all the connec-
tions can be made immutable with the help of smart contracts.

By deeper study of these technologies, it is recognized that we can create 
a cyberinfrastructure using all these technologies to build an automated sys-
tem capable of mitigating cyber threats and attacks.

10.5  Cyberinfrastructure

Cyberinfrastructure is an environment that supports advanced technology 
for data acquisition, data management, data visualization, data mining and 
various computation and processing services distributed over the internet, 
beyond single organizational or institutional scope [16].

The proposed solution has four parts. The first part is to aggregate the 
data from various nodes in the network regarding cyber-criminal activities 
using AI techniques namely information agents. The second part is to mine 
the aggregated data further to extract meaningful data highlighting possible 
criminal activities using ML techniques. The third part is to build knowledge 
for classification using DL techniques that identify the threats and the sys-
tem vulnerabilities intelligently and futuristically so that cyber threats and 
attacks can be mitigated. The last part is to secure all collected insights so that 
the attackers cannot tamper with them.

Figure 10.1 contains a flow diagram of how the integration of artificial 
intelligence, machine learning deep learning and blockchain can be made at 
various areas of a cyberinfrastructure to mitigate cyber threats.
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FIGURE 10.1
Cyberinfrastructure for cyber-threat mitigation.
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Groups of institutes or organizations that share data or communicate 
through a network should be monitored carefully. This can be achieved 
with the help of AI agents that can perceive and observe these data flows 
over the network. Any anomalous behavior over the shared network will be 
detected by the AI agents and necessary actions will be taken. If the anoma-
lous behavior is not detected with certainty, then the data acquired by these 
AI agents will be mined using ML algorithms for extracting the abnormal 
activity details from the normal running environment. This will further be 
processed and analyzed by DL technology to gain important insights from 
the acquired data.

Data insights and observations are crucial, when it comes to the actions 
that are dependent on these insights. If cyber-threat actors target the col-
lected insights, then the AI agent will receive the false data and may fail to 
recognize the attack and may not take action over the attacks in real time. 
Such crucial data should be transacted over the network with the use of 
blockchain technology. Smart contracts can be used to ensure that the data 
received and stored from the network is authenticated and integrity is main-
tained. This will ensure that the processed data received by the AI agents is 
not tampered with.

All these observations at different stages will be collectively sent to the AI 
agent that already contains the goal and preferences of the organization/
institution, to make a list of actions that need to be taken on the perception 
of observations from various stages. With all the required data, the AI agent 
will be able to take necessary action such as blocking the threat files, remov-
ing the unknown entity, restricting the area from processing further, and so 
on, whenever a cyber-threat is detected in the environment. The AI agents 
can also adapt themselves to these new attacks so that they can self-sustain 
action on these attacks in the future.

10.6  Conclusion

To mitigate cyber threats, the cyberinfrastructure of any organization/
institution should be strong and well designed with advanced technolo-
gies that can self-learn and prepare themselves for identification and/
or prevention of unknown attacks. In this work, we defined a design of 
cyberinfrastructure with advanced technologies such as AI, ML, DL and 
blockchain that can be used to deal with cyber-attacks. These technolo-
gies, when used together, can be used to build a robust, self-sustained 
cyberinfrastructure.
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10.7  Future Scope

The proposed solution depends hugely on the real-time environment data 
that undergoes such cyber-attacks for its performance testing and, hence, 
needs to be tested in the real environment. As future scope, we plan to study 
ways of optimizing the costs and computational power at various stages to 
improve and balance the entire cyberinfrastructure. Furthermore, we are 
interested in defining models that can be used to secure individual devices 
from cyber threats.
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11.1  Introduction

A traditional PC processes on bits that are in one of two states: “1” or “0” 
(additionally called “high” or “low”, “on” or “off”, “true” or “false”). A 
quantum PC processes on qubits with possible states “1” or “0”, or in limit-
lessly numerous superposition conditions of “1” and “0”. In a quantum PC, 
after calculation, the qubits are estimated. That powers qubits which are in 
superposition to snap into one of the two states “1” or “0” by a specific likeli-
hood, relying upon their superposition state.

The infinitely large space of superposition states during computation, 
and the entanglement of qubits, allow quantum computers to solve certain 
classes of problems much faster than traditional computers. In particular, 
hard problems faced in today’s cryptosystems suddenly become feasible 
when a quantum computer is used. Companies like Google, IBM, Intel and 
Rigetti are working to build a powerful quantum computer. A 72-qubit quan-
tum machine has already been built. There are two key schemes of quantum 
processing that affect the strength of cryptographic algorithms: Grover’s 
algorithm and Shor’s algorithm. Although Grover’s algorithm running on a 
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powerful quantum computer is a threat to symmetric key algorithms, the easy 
solution is to increase key size. SHA-256 and AES-128 are both quantum-safe 
as indicated by the assessment measures in the National Institute of Standards 
and Technology (NIST) post-quantum cryptography standardization project.

While quantum cryptography portrays utilizing quantum strengths at the 
center of a security system, post-quantum cryptography (sometimes referred 
to as quantum-resistance, quantum-proof or quantum-safe) alludes to cryp-
tographic calculations (predominantly public-key calculations) that are 
believed to be secure against an assault by a quantum PC [1]. The most popu-
lar illustration of quantum cryptography is quantum key distribution (QKD). 
Post-quantum cryptography (PQC) is tied in with getting ready for the time 
of quantum processing by refreshing existing numerical-based guidelines 
and calculations. Cryptographic researchers are exploring post-quantum 
cryptography to give choices utilizing strong numerical issues which can’t 
be broken by quantum PCs. All things considered, both QKD and PQC cal-
culations will discover their applications later on in a post-quantum crypto-
graphic world.

11.2  Current State of Cryptosystems

In the digital world, cryptography is commonly associated with three main 
principles: confidentiality, integrity and authentication. These principles pro-
vide an assurance that information is trustworthy and can only be accessed 
by authorized users. Each principle is underpinned by the implementation 
of cryptographic functions. There are three broad categories of cryptosys-
tems (i.e., cryptographic algorithms) hash functions, symmetric-key algo-
rithms and asymmetric-key algorithms. Hash functions are used in digital 
signature, password protection, pseudo random generation (PRG) and ran-
domness extraction such as hash-based key derivation function (HKDF). 
Symmetric-key algorithms are used for encryption, message authentication 
code (MAC) and generating deterministic random numbers. Asymmetric-
key cryptosystems are used for public key encryption, computing digital sig-
nature and establishing cryptographic keying material.

The asymmetric algorithms in use today are vulnerable to a powerful 
quantum computer. The hash algorithms and symmetric key algorithms 
with larger key size are considered to be quantum-safe. Today, various pro-
tocols like Secure Socket Layer (SSL)/Transport Layer Security (TLS), Signal, 
Internet Key Exchange (IKE), (Secure Shell) SSH and Secure/Multipurpose 
Internet Mail Extensions (S/MIME) are used in the vulnerable internet for 
secure communications. The state-of-the-art cryptographic algorithms used 
for confidentiality (also providing authentication) in the protocols include 
Authenticated Encryption (AE) Schemes such as Advanced Encryption 
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Standard using Galois Counter Mode (AES-GCM), AES using Counter 
with CBC-MAC (AES-CCM) and ChaCha20-Poly1305. ChaCha20-Poly1305 
is an Authenticated Encryption with Additional Data (AEAD) cipher. The 
algorithms used for integrity include cryptographic hash functions such as 
Secure Hash Algorithm (SHA-256). The digital signature algorithms such as 
Elliptic Curve Digital Signature Algorithm (ECDSA)/Edwards-curve Digital 
Signature Algorithm (EdDSA) have become more popular. The key exchange 
algorithms such as Elliptic Curve Diffie-Hellman Empheral (ECDHE) using 
Curve 25519 or 448, Extended Triple Diffie-Hellman (X3DH) and the key 
management algorithms such as Double Ratchet algorithm are used for 
securely generating secret keys at both ends. It can be noted that RSA key 
exchange, DES cryptosystem, SHA-1 and MD5 hash functions are all depre-
ciated. Of the above-mentioned algorithms, ECDSA, EdDSA, ECDHE, X3DH 
and Double Ratchet algorithm are not quantum-proof, while AES, ChaCha20 
and SHA-256 are considered to be quantum-proof [2].

11.2.1  Security Issues with Current Cryptosystems

There is a notable risk involved if we delay transition to quantum-safe cryp-
tography for the reasons explained below:

 • Because powerful quantum computers will be a reality in future, 
secret information today, in store or transit, is insecure. Attackers 
may somehow capture encrypted confidential data now. They are 
not able to decrypt it today by using traditional computers. But once 
they have access to powerful quantum computers in future, attack-
ers will be able to decrypt it and make sense of information out of it. 
This means that today’s secret encrypted data may not be confiden-
tial once quantum computers become a reality.

 • There is a danger that digitally signed data today may not be reliable 
in the future. If users use a structure that digitally signs data today 
with a non-quantum resistant digital signature, an adversary with a 
quantum computer in the future could alter the signature or repu-
diate ever signing certain information. The chain of faith would be 
lost. When quantum PCs can break signature schemes, the dangers 
are broad. For instance, a programmer could break a Windows pro-
gramming update key and send counterfeit updates (malware) to a 
PC. Hence, the need to implement quantum-resistant cryptography 
is not relegated to sometime in the future, but is of real import today.

 • Mainstream protocols utilized on the internet for secure correspon-
dence, like SSH, SSL/TLS, IKE, S/MIME and Signal, use public key 
cryptography for key exchange, authentication and digital signa-
ture. With advances in quantum computing, all these protocols will 
be vulnerable.
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11.3  Current State of Post-Quantum Cryptography (PQC)

There are two operations that use public key cryptography: key establish-
ment and digital signatures. Within key establishment, there are two com-
mon methods: key agreement and key transport.

There are five leading groups of PQ primitives – code-based, lattice-based, 
isogeny-based, hash-based and multivariate-based.

The National Institute of Standards and Technology (NIST) is working 
on standardization of PQC algorithms. In July 2020, NIST shortlisted seven 
algorithms as third round finalists, as listed in Table 11.1 In addition, eight 
more candidate algorithms are under consideration for Round 3 as listed in 
Table 11.2 [3].

TABLE 11.1

NIST Third Round Finalists

Scheme Enc/Sig Family Hard Problem

Classic McEliece Enc Code-Based Decoding random binary Goppa 
codes

Crystals-Kyber Enc Lattice-Based Cyclotomic Module – LWE
NTRU Enc Lattice-Based Cyclotomic NTRU Problem
Saber Enc Lattice-Based Cyclotomic Module – LWR
Crystals-Dilithium Sig Lattice-Based Cyclotomic Module – LWE and 

Module – SIS
Falcon Sig Lattice-Based Cyclotomic Ring – SIS
Rainbow Sig Multivariate-Based Oil-and-Vinegar Trapdoor

TABLE 11.2

NIST Third Round Alternate Candidates

Scheme Enc/Sig Family Hard Problem

BIKE Enc Code-Based Decoding quasi-cyclic codes
HQC Enc Code-Based Coding variant of ring – LWE
Frodo – KEM Enc Lattice-Based LWE
NTRU – Prime Enc Lattice-Based Non-cyclotomic NTRU Problem or 

Ring – LWE
SIKE Enc Isogeny-Based Isogeny problem with extra points
GeMSS Sig Multivariate-Based ‘Big-Field’ Trapdoor
Picnic Sig Symmetric Crypto Preimage resistance of a block cipher
SPHINCS+ Sig Hash-Based Preimage resistance of a hash function
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11.4  Challenges in Post-Quantum Cryptography (PQC)

It is observed that migration from one cryptographic primitive used in 
the protocol over the internet to another primitive is a very slow process. 
It has required more than 20 years to establish our cutting-edge public 
key cryptography framework. It will take critical endeavors to guaran-
tee a protected and smooth movement from the current, broadly utilized, 
cryptosystems to their quantum-safe counterparts. Thus, independent of 
whether we can predict the exact time of the creation of a powerful quan-
tum computer, we should immediately start to set up our data security 
frameworks for quantum-resistance. A huge worldwide community has 
arisen focused on discovering the issues of data security in a quantum-
computing future. The people group is attempting to distinguish and 
address the constituent difficulties in PQC movement with the expecta-
tion that our public key framework may stay unblemished by using new 
quantum-safe algorithms.

The following are the limitations in PQC deployment (to replace today’s 
modern primitives):

 • The security of existing post-quantum schemes cannot be fully 
verified (as a powerful quantum computer has not yet been built to 
test it).

 • We sometimes fail to consider possible attacks unique to a quantum 
adversary. In other words, the classical definition of security may 
not capture the right notion of security in the presence of quantum 
attackers.

 • Quantum-safe suppositions made today won’t clearly suggest the 
quantum security of an algorithm, because of other basic issues that 
could be unobtrusive and barely noticeable. Security evidence may 
totally fall through within the sight of quantum assaults.

 • When comparing post-quantum cryptography and the present 
public key cryptosystems, it can be discovered that post-quantum 
cryptography, generally, has bigger key and signature sizes and 
needs more computing and memory. This results in remarkably 
larger amounts of data that need to be sent over a communica-
tions link for key establishment and signatures. These larger key 
sizes also require more storage inside a device. However, while 
key sizes are larger, most quantum-resistant algorithms are more 
computationally efficient than existing public key algorithms. 
The PQC natives are exceptionally useful for everything with the 
exception of maybe extremely obliged Internet of Things gadgets 
and radio.
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11.5  Approaches for Post-Quantum Cryptography  
(PQC) Migration

It is not feasible to replace existing algorithms in the protocol with their post-
quantum counterparts, considering the security of PQ algorithms cannot be 
verified fully on traditional computers today. Given that the NIST will take 
some years for PQC standardization and above limitations, fundamentally, 
two feasible approaches exist to deal with the issue: a hybrid scheme and 
proactive measures for pre-quantum cryptography.

11.5.1  Hybrid Scheme

A hybrid algorithm is a mixing of a traditional and a post-quantum algo-
rithm, meaning that the final algorithm is, at the minimum, as safe as one of 
the algorithms used. The use of hybrid algorithms can secure several kinds 
of future threats and dangers. It is strongly proposed to ease migration to 
the post-quantum epoch. In addition to a primary goal of security, hybrid 
schemes could also achieve additional objectives such as backward compat-
ibility, high performance, low latency, no extra round trips and no dupli-
cate information. But, there is a need to design hybrid solutions considering 
issues like negotiation, selecting the number of component algorithms, ways 
of conveying cryptographic data and how to combine cryptographic data [4].

Hybrid key exchange (Hybrid KEM): This means that the session key 
should remain secure (and thus application data confidential) as long as one 
of the ingredient key exchange mechanisms is unbroken. There are different 
approaches for hybrid key encapsulation such as HKDF_then_XOR, XOR_
then_HKDF and Concat_then_HKDF which are used to combine keys gener-
ated by traditional and post-quantum algorithms [5, 6]. For instance, Google 
experimented with using a hybrid of an Elliptic Curve key agreement along 
with a Ring Learning with Errors key agreement into the Google Chrome 
Canary browser. There is another approach of passing one of the secret keys 
as salt value to HKDF, and another secret key as input to HKDF for deriving 
session key(s) [7].

Figure 11.1 shows a hybrid key encapsulation mechanism by applying 
hash-based KDF on master key from a post-quantum KEM algorithm, and 
passing master key from a traditional KEX algorithm as salt value. Similarly, 
Figure 11.2 shows a hybrid key encapsulation mechanism by applying hash-
based KDF on master key from a traditional KEX algorithm and passing 
master key from a PQ KEM algorithm as salt value. These methods are effec-
tive as they require only one KDF computation and this avoids the need for 
XOR operation or concatenation operation.
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Hybrid digital signature: This means that the protocol should provide 
secure authentication as long as one of the digital signatures schemes is 
unbroken at the time of session establishment. There are different approaches 
to combine two digital signatures: traditional signature and post-quantum 

FIGURE 11.1
Traditional secret key as salt to HKDF.
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signature such as concatenation, weak-nesting and strong-nesting. A lot of 
research is going on to find best way to combine digital signatures.

 • Concatenation: s1 = Sign1(M) and s2 = Sign2(M).
 • Weak-Nesting: S1 <- Sign1(m) and S2 <- Sign2(S1)
 • Strong-Nesting: S1 <- Sign1(m) and S2 <- Sign2((m, S1))

In the above notations, Sign1 and Sign2 can be a traditional digital signature 
or a PQ digital signature, but Sign1 and Sign2 should not be of the same type 
at any given instance [8–10].

Nonetheless, post-quantum primitives face the problem of bigger signature 
and key sizes. So, until the post-quantum primitives are standardized, the fol-
lowing approaches can be considered to deal with bigger signatures and key size:

 1. Signatures with Message Recovery
There is an approach which uses traditional signature with full mes-
sage recovery to deal with bigger signature and key size for PQ transi-
tion as mentioned below:

 S1 PQ Sign m and S2 Traditional Sign with message recovery� � � �_ _ _ _ _ ((S1)

The channel bandwidth is saved as only a small-sized traditional signa-
ture needs to be sent to the receiver, as shown in Figure 11.3. The bigger 
PQ signature need not be sent and recovered at the receiver side [11]. 
Figure 11.4 shows the signature verification in case of combined signa-
ture with message recovery.

 2. Adjustments of the Protocol to Use KEMs for Authentication
In this approach, Key Encapsulation Mechanism is used instead of digi-
tal signature for authentication which is implemented in KEM-TLS and 
PQ Wireguard

 3. Stateful Hash-Based Signatures
Stateless hash-based signatures like Sphincs, which are under NIST stan-
dardization, have bigger signature sizes. So, stateful hash-based signa-
tures like LMS and XMSS can be considered [12, 13].

Hybrid encryption: This means that the encrypted message remains 
secure as long as one of the encryption algorithms remains secure. There are 
two approaches possible for hybrid encryption to encrypt plaintext (PT) to 
get ciphertext (CT):

 • CT = Traditional Encryption (PQ Encryption (PT))
 • CT = PQ_Encryption (Traditional Encryption (PT))
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11.5.2  Protective Measures for Pre-Quantum Cryptography

Another choice is to employ the theoretically simple, but organization-
ally complex, computation of mixing pre-shared keys into all keys con-
firmed via public key cryptography. The users who do not want to deploy 
PQC primitives before standardization can safeguard their setup by 

FIGURE 11.3
Message signing in combined signature using message recovery.

FIGURE 11.4
Signature verification in combined signature using message recovery
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mentioning preserved shared secret data in the key derivation, as well as 
the key matter obtained by a public key functionality [14, 15].
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